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a b s t r a c t

Wavelet transformation of kinetic profiles as a new and simple method was developed for the simultane-
ous determination of binary mixtures without prior separation steps. The mathematical explanation of
the procedure is illustrated. Daubechies (db), symlet (sym) and discrete meyer wavelet (meyr) from the
family of wavelet transforms were selected and applied under the optimal conditions for the resolution
of binary mixtures. A model data as well as experimental data were tested. The results from the exper-
imental data relating to the simultaneous spectrophotometric determination of phosphate and silicate
based on the formation of phospho- and silico-molybdenum blue complexes in the presence of ascorbic
acid, and also simultaneous determination of Co2+ and Ni2+ based on their complexation reactions with
Kinetic profiles
Simultaneous spectrophotometric
determination
Binary mixtures

1-(2-pyridylazo)-2-naphthol (PAN) in micellar media at pH 6.0 were presented as real models. The pro-
posed method was validated by simultaneous determination of phosphate and silicate in detergent and
tap water and also Co2+ and Ni2+ in tap water samples.
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. Introduction

Kinetic methods of chemical analysis differ in a fundamen-
al way from the equilibrium, or thermodynamic methods. These

ethods are powerful tools for multi-component analysis as they
ermit the sensitive and selective determination within no sample
re-treatment in many cases. Kinetic methods have been widely
sed for the simultaneous determination of multi-component mix-
ures as the results of the incorporations of computerized data
cquisition systems and the development of powerful mathemati-
al treatments for processing the recorded information [1]. Kinetic
ethods based on difference in reaction rates are effective way

or simultaneous determination of mixtures especially in cases
here the analytes react with a common reagent and create similar

r identical spectra that cannot be resolved by equilibrium-based
ethods [2–5].
Kinetic methods have made a great improvement by using the

hemometric procedures. Principal component regression (PCR)
nd partial least squares regression (PLS) are well-known multi-

ariate calibration procedures widely used in recent years for the
imultaneous determination of analytes in mixtures by means of
inetic–spectrophotometric procedures [6–9]. Also the chemomet-
ic methods based on artificial neural networks (ANN) [10,11] and

∗ Corresponding author. Fax: +98 811 8272404.
E-mail address: afkhami@basu.ac.ir (A. Afkhami).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.11.032
© 2008 Elsevier B.V. All rights reserved.

factor analysis [12,13] have found increasing applications for multi-
component kinetic determinations.

We proposed mean centering of ratio kinetic profiles as a
simple and efficient method to the resolving of binary and
ternary mixtures without prior separation steps [14–16]. The
method has been successfully applied to the simultaneous anal-
ysis of binary mixtures of cobalt and nickel based on the kinetic
profiles of their complexation reactions with 1-(2-pyridylazo)-
2-naphtol (PAN) in micellar media [14], and simultaneous
determination of iodate and bromate based on the difference
in the rate of their reaction with iodide ion [15]. In another
work, we examined the applicability of the mean centering of
ratio kinetic profiles to the analysis of ternary mixtures [16].
Ternary mixtures of hydrazine, phenylhydrazine and acetylhy-
drazine were resolved based on their condensation reactions
with p-(dimethylamino)benzaldehyde and p-nitrobenzaldehyde in
micellar sodium dodecyl sulfate media.

Few reports have been published on the application of wavelet
transforms for simultaneous determination of chemical species.
Recently, the use of combination of CWT and zero-crossing has
firstly formulated by Dinç and Baleanu [17–19] for the quantita-
tive resolution of two component mixtures. The simultaneous use

of the CWT and zero-crossing technique was applied to the res-
olution of various binary mixtures [20–24]. Also Dinç et al. used
the ratio spectra-CWT with zero-crossing technique for the multi-
component spectral analysis of ternary mixtures of three active
compounds with overlapping spectral [25–28].
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Recently, we applied continuous wavelet transformation for the
imultaneous determination of metal ions in different mixtures [29]
nd determination of enantiomeric ratios [30].

In this study, application of wavelet transformation to the res-
lution of kinetic profiles of binary systems and the simultaneous
etermination of binary mixtures by kinetic methods was studied.
o the best of our knowledge, this is the first report on the applica-
ion of CWT to the simultaneous determination of binary mixtures
y kinetic methods.

. Theory

.1. First order and pseudo-first order reactions

Consider the analytes A and B react with a reagent R to give the
bsorbing specie, P

+ R
kA−→P (1)

+ R
kB−→P (2)

hen it could be written as

dA
dt

= kA[A] (3)

dB
dt

= kB[B] (4)

If two rates correspond to first order kinetics with respect to
ach of components of the mixture them the concentration of the
um of the product at time t is given by

dP
dt

= kA[A] + kB[B] (5)

P]t = ([A]0 − [A]t) + ([B]0 − [B]t)

= [A]0[(1 − exp(−kAt)] + [B]0[(1 − exp(−kBt)] (6)

here, kA, kB and [A]0, [B]0, [A]t and [B]t are the rate constants,
nitial concentration and concentrations of A and B at time t, respec-
ively.

The product P can be monitored by recording its absorbance
s a function of time at a fixed wavelength. It has been assumed
hat the reactions involved both processes to follow first or pseudo-
rst order kinetics with respect to the analyte concentrations. If the
eaction follows with changing amounts of product formed, then,
n the absence of interactions between the kinetics of both analytes,
he total amount of absorbance at any time t, AT,t, will be given by:

T,t = (CPA,t + CPB,t)EP (7)

here CPA,t and CPB,t are the concentration of the products of the
nalytes A and B at time t, respectively, and EP is the molar absorp-
ivity of product in the Beer–Lambert law in spectrophotometric

easurements.

r AT,t =
∑
i

E C0
i

pi,t

(8)

here C0 is the initial concentration of the i to be quantified for
rst-order reaction and Ei,t = ε�[1 − exp(−kt)]. The variation of the
bsorbance as a function of time at a given wavelength can be used
o construct a ‘kinetic profile’, At1, At2, . . ., Atn at times t1, t2, . . ., tn.

.2. Rate low for second order reaction
Consider a typical analytical reaction in which A and B react with
he reagent R to give a single absorbing specie P, according to the
ollowing scheme:

+ B
k2−→P (10)
alanta 78 (2009) 424–431 425

If the reaction occurs in a single elementary step, the rate is
proportional to the concentration of each reactants and the rate
low is

dP
dt

= −dA
dt

= −dB
dt

= k2(C0
A − CP)(C0

B − CP) (11)

The reaction is first order in each of the reactants. By integration
from Eq. (1):

1

C0
A − C0

B

ln

(
C0

B(C0
A − CP)

C0
A(C0

B − CP)

)
= k2t (12)

where k2, C0
A, C0

B , CA and CB are the rate constant, initial concen-
tration for A, B and concentration for A and B at time t. If reaction
contains only species A:

−dA
dt

= k2CA
2 (13)

dP
dt

= k2(C0
A − CA)

2
(14)

Integration of Eq. (12) gives

1
CA

= 1

C0
A

+ k2t (15)

CP,t = C0
A − CA = C0

A

(
1 − 1

C0 + k2t

)
(16)

If the reaction follows by monitoring the product P by spec-
trophotometry, then the total amount of absorbance will be given
by

AT = CP,t EP (17)

where CP,t is the concentration of product at time t and EP is the
molar absorptivity of product in the Beer–Lambert law in spec-
trophotometric determinations.

2.3. Continuous wavelet transformation

Wavelet theory is based on analyzing signals to their compo-
nents by using a set of basis functions. One important characteristic
of the wavelet basis functions is that they relate to each other
by simple scaling and translation. The original wavelet function,
known as mother wavelet, which is generally designed based on
some desired characteristics associated to that function, is used to
generate all basis functions. For the purpose of multi-resolution
formulation, there is also a need for a second function, known as
scaling function, to allow analysis of the function to finite number of
components. The subspace of scale a or frequency band is generated
by the functions

 (a,b)(t) = 1√
a
 
(
t − b
a

)
(18)

where a is positive and defines the scale and b is any real number
and defines the shift. The original signal can be reconstructed by
suitable integration over all the resulting frequency components
after projection of given signal on a continuous family of frequency
bands. For binary mixtures of A and B by transformation of calibra-
tion set of two analytes, the calibration functions of them will be
obtained. Prediction of concentration of each analyte in binary mix-
ture was estimated by measuring CWT-signal calibration equations
at zero-crosses. In this study daubechies (db), symlet8 (sym8) and
discrete meyer (dmey) were used as mother wavelets.
3. Validation of the method with model data

In order to evaluate the performance of the method for the
analysis of binary mixtures, simulated kinetic spectrophotometric
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Fig. 1. The model kinetic profiles of randomly selected mixtures of the (a) A 0.05,
0.2, 0.5, 0.6, 1.0 and 1.2 and (b) B 0.1, 0.3, 0.4, 0.6, 0.9 and 1.2, and (c) the CWT-db6
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4.2. Apparatus and data processing

Kinetic profiles were obtained using a T80 UV/VIS PG
instruments Ltd. double beam spectrophotometer using 1-cm
pectra were obtained by transformation of mixtures of A and B with rate constant
atio of 2.

rofiles for first order reactions was created. As Fig. 1a and b shows,
inetic profiles for first order reactions in the linear dynamic range
n the range 0–80.4 s were created by considering different rate con-
tant ratios. The kinetic profiles for different concentrations of A
nd B were created as calibration sets (e.g. Fig. 1a and b for rate
onstant ratio of 2) and transformed with mother wavelet db6 to
btain the CWT signals (Fig. 1c for kinetic ratio of 2). The optimum
alue of scaling factor was determined as 100. Calibration graphs
ere obtained by measuring the CWT signals at 47.4 and 46.2 s,

orresponding to the zero-crosses of two analytes. The calibration
raphs and their statistical results are shown in Table 1. The influ-
nce of analyte concentration ratio by using a data set in A/B ratios
:2, 1:3, 2:1, 6:1 and 1:1 at different rate constant ratios was stud-
ed. As Table 2 shows relative error % values for components A and B
t different rate constant ratios are acceptable. As the results show,
nalysis of data with db as mother wavelet was possible, but by
hanging the rate constant ratios not only scaling values but also
alanta 78 (2009) 424–431

type of mother wavelet should be changed. Therefore, in order to
obtain the best values for concentrations or lower values for SEP%
or relative error %, two parameters should be selected carefully. The
first parameter is the type of mother wavelet and the second one is
the scaling value.

Also the proposed method was validated using dmey and sym8
with optimized scaling values (Table 1). By obtaining the calibration
graphs, the concentrations of A and B in the synthetic mixtures were
determined by these mother wavelets. The relative standard error
of prediction (SEP%) was calculated as

SEP % =
√∑n

i=1(ŷi − yi)2

n
(19)

where n is the number of the samples, yi is the real value and
ŷi is the predicted value. The SEP% values of prediction of pro-
posed mother wavelets with different kinetic ratios are presented
in Table 1. Analysis of data with dmey and sym8 was performed
at different rate constant ratios only by changing the scaling val-
ues. The results show that the proposed method can be applied
to first or pseudo-first order reactions with different rate constant
ratios.

The proposed method was also validated using second order
reaction rate simulated data. Different kinetic rate constant
ratios were tested. The analysis was performed as described for the
first order reactions. The SEP% values of found concentrations were
calculated (Table 3). The SEP% values for different kinetic constant
ratios show that the proposed method can be applied for simulta-
neous determination in binary mixtures too. Comparison of SEP%
values for first order and second order data shows that the proposed
method can be applied for second order reaction as well as for first
order reactions with good predictions.

4. Experimental

4.1. Reagent and standard solutions

All solutions were prepared with analytical grade reagents and
used without any purification. Stock solutions of Co2+ and Ni2+

(1000 mg L−1) were prepared by dissolving CoCl2 and NiCl2·6H2O
(Fluka) in water. A 5.0 × 10−3 mol L−1 1-(2-pyridylazo)-2-naphthol
solution was prepared by dissolving appropriate amount of PAN
in 100 mL ethanol. Triton X-100 (TX-100) stock solution (10%,
v/v) was prepared by dissolving 15 mL of concentrate solution
(Merck) in hot distilled water. A buffer solution of pH 6.0 was pre-
pared from KH2PO4 and Na2HPO4. A stock solution of phosphate
(1000 mg L−1) was prepared by dissolving potassium dihydrogen
phosphate (Merck) in water. A stock solution of silicate was pre-
pared by appropriate dilution of sodium silicate solution (Merck)
with water. A sodium molybdate solution (0.11 mol L−1) was pre-
pared by dissolving appropriate amount of (NH4)6Mo7O24·2H2O
in 0.4 mol L−1 nitric acid. Ascorbic acid, 0.050 mol L−1, was pre-
pared by dissolving appropriate amount of ascorbic acid (Merck) in
100.0 mL of distilled water. The detergent was brought from local
markets.
quartz cells at room temperature. Wavelet transformation was
performed using Wavelet–Toolbox for MATLAB 7.1 and CWT coef-
ficients were transferred to Microsoft Excel 2003 for further
analysis.
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Table 1
Statistical results of calibration graphs obtained in zero-cross points for first order reaction at different rate constant ratios with different mother wavelets.

Mother wavelet kA/kB Time/s Regression equation r2 Scaling value SEP/%

A B A B A B A B

sym8 1.2 22.8 19.8 A = 0.276CA + 0.00 A = −0.227CB + 0.00 1 1 100 6.40 0.01
sym8 1.5 22.2 19.8 A = 0.276CA + 0.00 A = −0.227CB − 0.00 1 1 100 1.77 0.01
sym8 1.8 27.6 19.8 A = 0.793CA + 0.00 A = −0.570CB − 0.00 1 1 100 0.62 0.00
sym8 2.0 28.8 19.8 A = 0.811CA + 0.00 A = −0.620CB + 0.00 1 1 100 1.03 0.00
sym8 5.0 34.2 19.8 A = 1.25CA + 0.00 A = −0.594CB + 0.00 1 1 120 0.51 0.01
sym8 8.0 30.0 19.8 A = 1.91CA + 0.00 A = −0.558CB + 0.00 1 1 120 0.23 0.00
sym8 12.0 30.0 19.8 A = 1.91CA + 0.00 A = −0.416CB + 0.00 1 1 120 0.86 0.02
sym8 16.0 30.6 19.8 A = 2.03CA + 0.00 A = −0.330CB + 0.00 1 1 100 0.17 0.02
sym8 25.0 30.6 19.8 A = 2.03CA + 0.00 A = −0.219CB + 0.00 1 1 120 0.17 0.23
sym8 40.0 30.0 19.8 A = 1.91CA + 0.00 A = −0.146CB − 0.00 1 1 120 0.78 0.23
sym8 80.0 30.0 19.8 A = 1.91CA + 0.00 A = −0.192CB − 0.00 1 1 120 0.45 0.70
dmey 1.2 30.6 28.8 A = 0.191CA + 0.00 A = −0.224CB + 0.00 1 1 120 2.59 0.24
dmey 1.5 33.0 29.4 A = 0.458CA + 0.00 A = −0.454CB + 0.00 1 1 120 0.148 0.12
dmey 1.8 28.8 25.2 A = 0.811CA + 0.00 A = −0.617CB + 0.00 1 1 140 0.70 0.09
dmey 2.0 35.4 28.8 A = 0.733CA + 0.00 A = −0.72CB + 0.00 1 1 140 1.19 0.08
dmey 5.0 33.0 25.2 A = 1.66CA + 0.00 A = 0.691CB + 0.00 1 1 140 0.24 1.03
dmey 8.0 28.8 21.6 A = 2.32CA + 0.00 A = −0.551CB + 0.00 1 1 140 0.24 0.05
dmey 12 29.4 21.6 A = 2.02CA + 0.00 A = −0.413CB + 0.00 1 1 140 0.43 0.76
dmey 16 27.6 19.8 A = 2.02CA + 0.00 A = −0.32CB + 0.00 1 1 140 0.34 1.73
dmey 25 27.6 19.8 A = 2.07CA + 0.00 A = −0.218CB + 0.00 1 1 140 0.08 7.65
dmey 40 40.2 30 A = 1.30CA + 0.00 A = −0.130CB + 0.00 1 1 140 0.31 14.0
db6 1.2 47.4 46.2 A = 0.749CA + 0.00 A = −0.551CB + 0.00 1 1 120 9.79 1.29
db6 1.5 47.4 46.2 A = 0.749CA + 0.00 A = 0.162CB + 0.00 1 1 120 1.35 0.87
db6 1.8 49.8 46.2 A = −0.759CA + 0.00 A = 0.556CB + 0.00 1 1 120 0.67 0.48
db6 2.0 50.4 46.2 A = 0.618 CA + 0.00 A = −0.556CB + 0.00 1 1 120 0.52 0.42
db8 5.0 25.2 16.8 A = 1.97 CA + 0.00 A = −0.764CB + 0.00 1 1 100 0.94 0.34
db8 8.0 29.4 20.4 A = −1.55 CA + 0.00 A = 0.540CB + 0.00 1 1 100 0.94 0.34
db8 12 30.0 20.4 A = −1.66CA + 0.00 A = 0.404CB + 0.00 1 1 100 0.23 0.08
db8 16 30.0 20.4 A = −1.66 CA + 0.00 A = 0.322CB + 0.00 1 1 100 0.44 0.08
db8 25 30.0 20.4 A = −1.66 CA + 0.00 A = 0.325CB + 0.00 1 1 120 0.23 0.21
db8 40 30.6 20.4 A = −1.78 CA + 0.00 A = 0.428CB + 0.00 1 1 120 0.43 5.49
db8 80 31.2 20.4 A = −1.88 CA + 0.00 A = 0.074CB + 0.00 1 1 120 0.19 0.42

Table 2
Relative errors for the determination of the analytes A and B with CWT-db at different concentration ratios and at different rate constant ratios.

Mother wavelet kA/kB A:B ratio

1:2 1:3 2:1 1:1 6:1

A B A B A B A B A B

db6 1.2 5.12 1.65 9.96 1.10 6.62 0.20 −3.31 3.30 4.16 4.25
db6 1.5 3.68 (1.11 5.53 (0.74 3.68 (1.11 1.83 (2.20 0.41 1.28
db6 0.8 1.32 0.611 4.20 0.411 1.32 0.61 (1.55 1.21 0.06 0.02
db6 2.0 0.00 0.53 0.70 0.35 2.04 0.53 0.314 1.08 0.04 0.25
db8 5.0 1.02 (0.14 0.26 (0.63 1.83 0.14 (0.21 1.33 (0.18 0.26
db8 8.0 (0.01 (0.14 (0.02 (0.63 (0.01 (0.14 (0.01 1.33 0.09 0.36
db8 12 (0.63 0.09 (0.95 0.07 0.06 0.09 (0.31 0.18 0.14 0.96
db8 16 1.18 0.09 1.78 0.05 1.18 0.09 0.59 0.20 0.01 1.36
db8 25 (0.63 0.27 (0.95 0.19 (0.63 0.27 (0.31 0.52 0.01 1.22
db8 40 0.18 0.27 0.27 0.19 0.18 0.27 0.09 0.52 0.15 1.26
db8 80 0.52 0.54 0.28 0.38 0.52 0.54 0.26 1.02 0.01 1.92

Table 3
Statistical results of calibration graphs obtained in zero-cross points for second order reaction by proposed method at different rate constant ratios with different mother
wavelets.

Mother wavelet kA/kB Time/s Regression equation r R.S.E.%

A B A B A B A B

Sym8 2 10 12 A = 0.521CA − 0.170 A = −0.139CB + 0.00 0.9885 0.9924 2.3 1.2
5 18 10 A = 0.365CA − 0.170 A = −0.120CB + 0.00 0.9885 0.9909 2.9 1.2
8 18 10 A = −0.263CA − 0.052 A = 0.999CA − 0.2735 0.9945 0.9938 3.8 1.4

10 18 10 A = −0.263CA − 0.051 A = 0.999CA − 0.2735 0.9945 0.9983 3.8 1.4

dmey 2 18 14 A = 0.521CA − 0.170 A = −0.120CB + 0.00 0.9988 0.9908 0.80 1.7
5 18 14 A = 0.521CA − 0.17 A = −0.130CB + 0.00 0.9908 0.9985 0.29 1.6
8 18 14 A = 0.503CA − 0.260 A = −0.197CB + 0.03 0.9952 0.9974 0.92 1.7

10 18 10 A = 0.521CA − 0.170 A = −0.111CB + 0.02 0.9988 0.9956 0.30 1.0

db8 2 24 20 A = 0.492CA + 0.160 A = 0.237CA − 0.022 0.9998 0.9917 0.02 0.20
5 26 20 A = −0.492CA + 0.160 A = 0.2374CA − 0.022 0.9918 0.9989 0.10 0.24
8 26 20 A = −0.539CA + 0.180 A = 0.237CA − 0.022 0.9991 0.9989 0.15 0.92

10 26 20 A = −0.534CA + 0.180 A = 0.237CA − 0.022 0.9991 0.9989 0.15 2.6
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.3. Kinetic measurements

.3.1. Simultaneous determination of silicate and phosphate
A 0.8-mL ascorbic acid reagent was accurately pipetted into

5.0-mL volumetric flask containing an appropriate amount of
rthophosphate or silicate sample or their mixture. The solution
as mixed and diluted to the mark with doubly distilled water. Then
mL of this solution was transferred into a cleaned cell in sample
older. Then 0.5 mL of the molybdate solution was added and the
olution was mixed immediately using a capillary and kinetic pro-
les were recorded at 820 nm. The time between the addition of the
olybdate reagent and the start of kinetic measurements was con-

rolled to less than 5 s. The kinetic measurements continued for a
eriod of 10 min with the intervals of 2-s by measuring the increase

n absorbance at 820 nm.

.3.2. Simultaneous determination of cobalt and nickel by PAN
A 1.0-mL of pH 6.0 phosphate buffer solution was transferred

nto a 5.0 mL volumetric flask containing an appropriate amount
f Ni2+ or Co2+ or their mixture and 0.1 mL TX-100 solution. The
olution was mixed and diluted to the mark with doubly distillated
ater. Then 2.0 mL of this solution was transferred into a cleaned

ell in sample holder. Then 0.5 mL of 5 × 10−3 mol L−1of PAN solu-
ion was added and the solution was mixed immediately and kinetic

easurements were begun. The kinetic measurement continued
or a period of 10 min with the intervals of 2-s by measuring the
ncrease in absorbance at 568 nm.

.4. Simultaneous determination of phosphate and silicate in
etergents

Detergent formulation samples were prepared according to
he procedure reported previously [31]. One gram of powder was
eighed and dissolved in about 150 mL of hot water by vigorous

tirring for about 5 min. The solution was then diluted with water
o 250 mL. A 20-mL of the diluted solution was transferred into a
00-mL beaker, and 30 mL of water and 50 mL of dilute nitric acid
as added to the solution. The solution was cooled rapidly and then
few drops of phenolphthalein indicator was added. To neutralize

he solution, drop wise concentrated NaOH was added and then
iluted to 250 mL with water. Four milliliters of this sample was
ubjected to the using procedure.

. Results and discussion
.1. Preliminary study of the system

.1.1. Study of polyhetromolybdenum blue complexes
The widely used methods for orthophosphate and silicate deter-

ination by spectrophotometry are based on the formation of

ig. 2. The absorption kinetic profiles of the standard solutions of (a) phosphate and silic
t 568 nm at optimum conditions.
alanta 78 (2009) 424–431

a stable phosphomolybdenum blue and silicomolybdenum blue
complexes. These complexes have significant spectral overlap [32].
Therefore, simultaneous determination of these ions with classical
spectrophotometric methods is impossible. A kinetic spectropho-
tometric procedure for simultaneous determination of phosphate
and silicate is suggested. The reaction between molybdate with
phosphate and silicate was carried out under pseudo-first order
conditions at room temperature. The kinetic profiles of the com-
plaxation reactions of phosphate and silicate with molybdenum
blue in the presence of ascorbic acid (at 820 nm) are presented in
Fig. 2a. As Fig. 2a shows the kinetic profiles for the reactions of the
equimolar concentration of silicate and phosphate are not exactly
the same. Therefore, the system can be used to the simultaneous
kinetic determination of theses elements.

5.1.2. Study of colored complexes of PAN
The spectra of the PAN and the colored complexes with Co2+

and Ni2+ overlap with each other; in the other words, they cannot
be resolved by classical methods [33]. A 1.0 × 10−3 mol L−1 PAN (at
least 24-fold excess over maximum concentration of metal ions)
was applied to obtain a pseudo-first order reaction with respect
to each analyte concentration. The kinetic profiles of the complax-
ation reactions of Co2+ and Ni2+ with PAN in micellar media (at
568 nm) are presented in Fig. 2b. The reaction rate of Co2+ and Ni2+

with PAN are different and as Fig. 2b shows the kinetic profiles of
the complexation reactions of Co2+ and Ni2+ can be used to their
simultaneous determinations.

5.2. Optimization of the reaction conditions

The optimum working conditions for the simultaneous determi-
nation of Co2+ and Ni2+ were obtained as: 2.0 × 10−4 mol L−1 PAN,
3% (v/v) TX-100 and 1 mL of pH 6.0 phosphate buffer solution. For
simultaneous determination of phosphate and silicate the optimum
working conditions were obtained as 2.2 × 10−3 mol L−1 molybdate
and 8 × 10−2 mol L−1 ascorbic acid.

5.3. Spectral characteristics and selection of appropriate mother
wavelets

A set of sample solutions with different concentrations of ions
was prepared and measurements were carried out under the
optimum conditions described in Section 5.2 for each system.
The calibration curves were linear in the ranges 0.04–2.6 mg L−1,

0.05–2.5 mg L−1 for Ni2+ and Co2+, respectively. The equations of the
calibration curves were as: A = 2.2 × 10−2C + 1.6 × 10−2, r2 = 0.9984
and A = 1.98 × 10−1C + 90. × 10−3, r2 = 0.9985 for Ni2+ and Co2+ at
34 s after initialization of the reactions, respectively. The calibra-
tion curves were linear in the ranges 0.2–6.5 mg L−1, 0.1–4.0 mg L−1

ate (1.0 × 10−4 mol L−1 of each) at 820 nm and (b) Co2+ and Ni2+ (1.7 × 10−5 mg L−1)
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Table 4
Statistical results of calibration graphs obtained in zero-cross points of phosphate and silicate by proposed method.

Mother wavelet Anion Time/s Linear range/mg L−1 Regression equation r2 LOD/mg L−1 LOQ/mg L−1

dmey Phosphate 330 0.2–6.5 A = 0.299CP + 0.004 0.9974 0.010 0.033
sym8 Phosphate 305 0.2–6.5 A = 0.596Cp + 0.003 0.9988 0.005 0.016
dmey Silicate 370 0.1–4.0 A = 0.104CSi − 0.005 0.9959 0.028 0.096
sym8 Silicate 280 0.1–4.0 A = −0.125CSi − 0.006 0.9984 0.023 0.080

Fig. 3. (a) CWT-dmey and (b) CWT-sym8 signals of silicate (c1) 0.1 mg L−1, (c2) 0.8 mg L−1

0.2 mg L−1, (d2) 0.80 mg L−1, (d3) 1.0 mg L−1, (d4) 2.0 mg L−1, (d5) 2.5 mg L−1, (d6) 4.2 mg L

Table 5
Mean recoveries and relative standard deviations for the simultaneous determi-
nation of phosphate and silicate in various synthetic mixtures by the proposed
method.

Mother wavelet Aniona

Phosphate Silicate

d
S

f
c
r
p

p
d
p
d
t
f
g
o
t
o
s
d
a
p
w

T
S

M

d
d
d
d

mey 102 ± 2 107 ± 3
ym8 97 ± 1 105 ± 4

a Average of three determinations ± standard deviation.

or phosphate and silicate, respectively. Typical equations of the
alibration curves were as follows: A = 1.3 × 10−2C + 2.2 × 10−2,
2 = 0.9998 and A = 1.76 × 10−1C + 1.1 × 10−2, r2 = 0.9985 for phos-
hate and silicate at 200 s, respectively.

Various wavelet families were tested to find the optimal signal
rocessing for obtaining desirable calibration graphs and reliable
etermination. The value of scaling factor for determination of
hosphate and silicate in their binary mixture was optimized for
ifferent mother wavelets. As Fig. 2a shows the kinetic profiles for
he complexation reactions of phosphate and silicate can be used
or simultaneous determination of ions with CWT successfully. The
raphs of CWT for calibration sets of phosphate and silicate were
btained by dmey with scaling value (a) of 100 (Fig. 3a). Calibra-
ion graphs of phosphate and silicate with dmey (a = 100) were
btained by measuring the CWT signals at 330 and 370 s corre-

pond to zero-crosses of silicate and phosphate, respectively, for
etermination of phosphate and silicate. The calibration graphs
nd the statistical results are shown in Table 4. Concentration of
hosphate and silicate in synthetic binary mixtures was estimated
ith calibration equations at zero-crosses. Also transformation

able 6
tatistical results of calibration graphs obtained in zero-cross points of Co2+ and Ni2+ by p

other wavelet Cation Time/s Linear range/mg L−1

mey Co2+ 84 0.05–3.00
b5 Co2+ 86 0.05–3.00
mey Ni2+ 112 0.04–2.60
b5 Ni2+ 112 0.04–2.60
, (c3) 1.5 mg L−1, (c4) 1.8 mg L−1, (c5) 3.5 mg L−1, (c6) 4.0 mg L−1 and phosphate (d1)
−1 and (d7) 5.0 mg L−1.

of calibration spectra of phosphate and silicate were performed
by sym8 with optimum scaling value (a = 105) (Fig. 3b). Transfor-
mation of their binary mixtures were also performed by sym8
(a = 105). The amplitudes of CWT signals at times correspond to
zero-crosses of phosphate and silicate was created the calibra-
tion graphs for phosphate and silicate, respectively. The estimated
recoveries for phosphate and silicate which obtained by proposed
mother wavelets are given in Table 5.

The graphs of CWT for calibration sets of Ni2+ and Co2+ were
obtained by dmey with scaling value (a) of 80. Calibration graphs
of Ni2+ and Co2+ dmey (a = 80) were obtained by measuring the
CWT signals at 112 and 86 s correspond to zero-crosses of Ni2+ and
Co2+, respectively. The calibration graphs and the statistical results
are shown in Table 6. For the prediction of concentration of Ni2+

and Co2+ in synthetic mixtures binary mixtures were estimated
by CWT-dmey calibration equations at zero-crosses. Linear regres-
sion analysis and the statistical results are shown in Table 6. The
estimated recoveries of Ni2+ and Co2+ which obtained by proposed
mother wavelet are given in Table 6. Also transformation of calibra-
tion spectra of Ni2+ and Co2+ were performed by db5 with optimum
scaling value (a = 100) (Fig. 3b). Transformation of their binary mix-
tures were also performed by db5 (a = 100). The amplitude of CWT
signals at times corresponds to zero-crosses of Ni2+ and Co2+, were
created the calibration graphs for Ni2+ and Co2+, respectively. By
using the calibration equations, Ni2+ and Co2+ were determined in
binary synthetic mixtures with proposed mother wavelets. Mean

recoveries and the relative standard deviations were calculated and
their results were given in Table 7.

The limit of detection (LOD) and limit of quantitation (LOQ) [34]
of the method were calculated and are given in Tables 4 and 6. The
obtained results show that proposed method based on using differ-

roposed method.

Regression equation r2 LOD/mg L−1 LOQ/mg L−1

A = 0.22CCo + 0.13 0.9878 0.014 0.05
A = 0.22CCo + 0.13 0.9988 0.014 0.05
A = −0.26CNi − 0.12 0.9842 0.011 0.04
A = −0.22CNi − 0.20 0.9968 0.014 0.05
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Table 7
Mean recoveries and relative standard deviations for the simultaneous determina-
tion of Co2+ and Ni2+ in synthetic mixtures by the proposed method.

Mother wavelet Aniona

Co2+ Ni2+

d
d
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a
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Table 9
Effect of foreign ions on the simultaneous determination of phosphate and silicate
(2 mg L−1 each of phosphate and silicate) and Co2+ and Ni2+(2 mg L−1 each of Co2+

and Ni2+).

Foreign ion Tolerance limit/mg L−1

Phosphate or silicate Co2+ or Ni2+

Na+, K+ 1000 1000
Mg2+, AL3+ 500 500
Cu2+, Pb2+ 500 80
F− , SO4

2− 1000 1000
mey 96 ± 5 95 ± 5
b5 95 ± 6 100 ± 3

a Average of three determinations ± standard deviation.

nt mother wavelets is suitable for simultaneous determination of
esirable elements in binary mixtures.

In the present study, we tried to examine the applicability of
WT-zero-crossing method as a new and easy method for analy-
is of kinetic profiles. PLS can be also used to resolve of spectral
verlapping, but the error of prediction results will be increased by
ncreasing the correlation of components.

In order to validate the proposed method, the experimental data
ere also analyzed using partial least squares (PLS-1) algorithm.

LS-1 factors were optimized. To select the number of factors in the
LS-1 algorithm a cross-validation method leaving out one sample
t a time, was employed [35]. For finding the smallest number of
actors, the F-statistic test was used. Relative standard errors (R.S.E.)
ere obtained using the following equation:

.S.E. (%) =
(∑N

i=1(Ĉij − Cij)
2∑N

j=1(Cij)
2

)1/2

× 100 (20)

The R.S.E.% was calculated as 3.7 ± 0.0 (n = 4), 4.6 ± 0.0 (n = 4),
.1 ± 0.5 (n = 3) and 5.3 ± 0.0 for phosphate, silicate, Co2+ and Ni2+,
espectively. Number of factors was determined as 4 for silicate and
hosphate and 3 for Co2+ and Ni2+. The concentrations were pre-
icted and the mean recoveries were calculated as 98 ± 0 (n = 4),
06 ± 0 (n = 4), 102 ± 6 (n = 3) and 97 ± 5 (n = 3) for phosphate,
ilicate, Co2+ and Ni2+, respectively. The results obtained by the pro-
osed method were compared with those obtained by PLS method
sing student’s t-test. The results are given in Table 8. As the results
how the calculated t-values for phosphate and silicate and for
o2+ by CWT-db5 are less than the tabulated values. This indicates
hat the values obtained by the proposed method and PLS method
o not differ. The calculated t-values for Co2+ by CWT-dmey and
i2+ are higher than the tabulated values for P = 0.05 but are less

han those for P = 0.02 (t is 3.75 and 3.14 for 4 and 6 degrees of
reedom for P = 0.02). This indicates that the results obtained by
roposed and PLS methods do differ at 5% level but do not differ at
% level.

The results show that CWT-zero-crossing method is a good cal-
bration method for the kinetic determination of phosphate and

2+ 2+
ilicate or Co and Ni . The method is easy to understand and
pply, without any complex algorithm. It is also a time saving
ethod. The results show it is applicable for the analysis of kinetic

ata even when the correlation is high.

able 8
omparison of the results obtained for the determination of phosphate, silicate, Co2+

nd Ni2+ by proposed method with those obtained by PLS method using t-test.

nalyte tcalculated tcritical (P = 0.95)

dmey db5

hosphate 2.46 2.68 2.78a

ilicate 2.46 2.68 2.78a

o2+ 2.68 2.40 2.45b

i2+ 2.92 2.87 2.45b

a For 6 degrees of freedom.
b For 4 degrees of freedom.
NO3
− 1000 1000

SCN− 500 >600
AsO4

3− 2 1000

5.4. Study of interferences

The effects of foreign species on the simultaneous determination
of Ni2+and Co2+, and also simultaneous determination of phosphate
and silicate in their binary mixtures were investigated by mea-
suring the kinetic profiles of the solutions containing 2.0 mg L−1

of each cation or anion in the presence of various amounts of
other ions. The tolerance limit was taken as the amount of added
ions causing less than 5% relative error in the determination of
ions. Table 9 summarizes the maximum tolerances of cations and
anions.

5.5. Applications

Result for the analysis of synthetic mixtures by the proposed
method (Table 4) showed satisfactory results for the simul-
taneous determination of phosphate and silicate. The method
was tested by its application to the simultaneous determi-
nation of phosphate and silicate in a detergent formulation.
The mean values for three determinations were obtained as
3.4 ± 0.6 and 3.8 ± 0.3 mg L−1 with CWT-dmey and CWT-sym8,
respectively, for silicate and 4.5 ± 0.2 and 5.8 ± 0.4 mg L−1 for phos-
phate. The results obtained by standard method are 5.6 ± 0.0
and 4.0 ± 0.0 mg L−1 for phosphate and silicate, respectively
[36].

Also phosphate and silicate was determined in tap water. The
mean value of three determinations for phosphate and silicate was
calculated as 5.9 ± 2.6 and 2.1 ± 1.5 mg L−1 with CWT-dmey and
6.5 ± 2.4 and 2.7 ± 1.7 mg L(1, respectively. The results obtained by
standard method are 6.2 ± 1.1 and 2.2 ± 0.0 for phosphate and sili-
cate, respectively [36].

The proposed method was also validated by determination of
Co2+ and Ni2+ in tap water. The tested water samples was found to be
free from Co2+ and Ni2+ and so synthetic samples were prepared by
adding known amounts of Co2+ and Ni2+ to the water samples. The
recoveries were 105 ± 4 and 98 ± 4 for Co2+ and Ni2+, respectively,
as obtained by CWT-dmey and were 967 ± 3 and 96 ± 2 as obtained
by CWT-db5.

6. Conclusion

A simple, sensitive, precise, and easy to understand and
use method for resolving kinetic profiles of binary mixtures
for first order, pseudo-first order and second order reactions
was introduced. The method does not decrease S/N ratio and

does not need to use any separation steps. The main advan-
tage of the proposed method is its applicability for resolving
kinetic profiles for the mixtures with kinetic ratios less than 2.
High amplitude of WT graphs at zero-crosses improves slope
of CWT calibration graphs and the sensitivity of the determina-
tions.
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27] E. Dinç, M. Kanbure, D. Baleanu, Pharmazi 60 (2005) 892.
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a b s t r a c t

The chiral separation of 10 �-adrenergic blockers (acebutalol, alprenolol, bufuralol, bisoprolol, celipro-
lol, carazolol, indenolol, metoprolol, oxprenolol and propranolol) was achieved on CelluCoat column
(250 mm × 4.6 mm, 5 �m particle size). The mobile phases used were (90:10:0.2, v/v/v) and (95:5:0.2,
v/v/v) combinations of n-heptane–ethanol–diethylamine, respectively. The flow rates were 0.5, 1.0 and
2.0 mL min−1 with detection at 225 nm. The capacity (k), selectivity (˛) and resolution (Rs) factors were
0.44–12.91, 1.12–2.19 and 1.00–9.50, respectively. The proposed supra-molecular models indicated that
the chiral resolution were governed by �–� interactions, hydrogen bondings and steric effect.
Keywords:
�-adrenergic blockers
Chiral separation
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. Introduction

US FDA, European Committee for Proprietary Medicinal Prod-
cts and other drugs regulatory agencies have restricted the
arketing of racemic drugs [1,2] since usually the desired phar-
acological activity resides in one enantiomes while the other

nantiomer may be toxic, less active and possesses undesirable
ide effects [3]. Therefore, dosage concentration of a racemic drug
s an illusion to the patients as normally 50% drugs is active

hile the other 50% is inactive or toxic [4,5]. Therefore, some
harmaceutical companies are manufacturing pure enantiomeric
rugs using enantiomeric separations techniques. Chiral separation
y high performance liquid chromatography (HPLC) has become
powerful tool in the development of chiral drugs. There are

umerous commercially available chiral selectors that are used
or the resolution of racemic drugs including �-blockers [2,6–8].
ecently, Kromasil introduced a polysaccharide based column
amed CelluCoat. It is similar to Chiralcel OD-H and has tris-3,5-
dimethylphenylcarbamate) cellulose as chiral selector, which is
ffective, efficient and inexpensive.

Globally, �-adrenergic blockers are used as the drugs of choice in

he treatment of hypertension, angina pectoris, cardiac arrhythmias
nd glaucoma; as millions people are suffering from these disease
9]. Generally, S-(−)-enantiomers are pharmacologically effective
howing about 50–500-fold higher activities [10–14]. Higher activ-

∗ Corresponding author. Fax: +20 2 33370931.
E-mail address: enein@gawab.com (H.Y. Aboul-Enein).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.11.043
ities of S-(−)-enantiomers are due to their higher receptor affinities
because of better stereospecific fitting, which are responsible for
a high stereospecific hepatic oxidation [15–20]. Besides, R-(+)-
propranolol is also used for the treatment of hyperthyroidism (by
inhibiting the conversion of thyroxine to triidothyroxine) and under
such situation racemic propranolol mixture can not be adminis-
trated as it may cause serious side effects to the patients due the
prominent adrenergic effect of S-(−)-propranolol [21]. Recently, it
has been reported that a long term use of these medications may
cause the hypertensive patients to be diabetic [6,22,23]. This rep-
resents another serious concern to health. In view of these facts,
the current prescription of racemic �-adrenergic blockers is not
safe from the clinical, medical and health point of views. Therefore,
attempts have been made to separate S-(−)- and R-(+)-enantiomers
of �-adrenergic blockers (Fig. 1) by chiral HPLC on CelluCoat col-
umn. The results of these findings are presented and discussed
herein.

2. Experimental

2.1. Chemicals and reagents

n-Heptane, ethanol, methanol and diethyl amine were of HPLC
grade and obtained from E. Merck, India. The other reagents were

of AR grade and purchased from E. Merck, India. Ten �-adrenergic
blockers (acebutalol, alprenolol, bisoprolol, bufurolol, carazolol,
celiprolol, indenolol, metaprolol, oxprenolol and propranolol) were
purchased from Sigma Chemical Co., USA. Some �-blockers were
extracted from commercial tablets. pH was recorded using a pH
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Fig. 1. The chemical structures of �-blockers.
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Table 1
Chiral HPLC experimental conditions for �-blockers.

Sl. no. �-blockers Flow rates (mL min−1) Mobile phases

1. Acebutalol 1.0 n-Heptane:ethanol:diethyleamine (90:10:0.2, v/v/v)
2. Alprenolol 1.0 n-Heptane:ethanol:diethyleamine (90:10:0.2, v/v/v)
3. Bufuralol 0.5 n-Heptane:ethanol:diethyleamine (95:05:0.2, v/v/v)
4. Bisoprolol 1.0 n-Heptane:ethanol:diethyleamine (90:10:0.2, v/v/v)
5. Celiprolol 1.0 n-Heptane:ethanol:diethyleamine (90:10:0.2, v/v/v)
6. Carazolol 2.0 n-Heptane:ethanol:diethyleamine (90:10:0.2, v/v/v)
7. Indenolol 1.0 n-Heptane:ethanol:diethyleamine (90:10:0.2, v/v/v)
8. Metoprolol 1.0 n-Heptane:ethanol:diethyleamine (90:10:0.2, v/v/v)
9 n-Heptane:ethanol:diethyleamine (90:10:0.2, v/v/v)
1 n-Heptane:ethanol:diethyleamine (90:10:0.2, v/v/v)
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Table 2
The capacity (k), selectivity (˛) and resolution (Rs) factors for chiral separation of
�-blockers on CelluCoat column.

Sl. no. �-blockers k1 k2 ˛ Rs

1. Acebutalol 3.22 3.63 1.12 1.10
2. Alprenolol 0.46 0.79 1.71 3.60
3. Bufuralol 2.43 2.70 1.11 1.04
4. Bisoprolol 1.00 1.21 1.21 1.00
5. Celiprolol 2.51 3.62 1.44 3.73
6. Carazolol 5.52 6.25 1.12 1.06
7. Indenolol 0.83 2.83 3.37 4.70
8. Metoprolol 0.82 1.05 1.27 1.30
9. Oxprenolol 1.31 2.88 2.19 9.50
10. Propranolol 2.00 2.90 1.40 3.05

Chromatographic conditions: column: CelluCoat (250 mm × 4.6 mm, 5.0 �m silica
particle size), detection: UV, 225 nm, sample volume: 5.0 �L of 0.1 mg mL−1 concen-
tration and temperature: 27 ± 1 ◦C.

Fig. 2. Chromatograms of the chiral resolution of oxprenolol on CelluCoat column.
. Oxprenolol 1.0
0. Propranolol 1.0

oncentration: 0.1 mg mL−1. Column: CelluCoat (250 mm × 4.6 mm, 5.0 �m particle

eter (model 611, Orion Research Inc., USA). Purified water was
repared using a Millipore Milli-Q (Bedford, MA, USA) water purifi-
ation system

.2. Extraction of ˇ-blockers from commercial tablets

The extraction of some �-blockers in commercial tablets
10–50 mg) was carried out using methanol. Five tablets of indi-
idual �-blocker were weighed and grinded to a fine powder and
xtracted with 50 mL methanol for 15 min using sonicator at 40 ◦C.
ethanol was decanted and the residue was again extracted twice
ith methanol. The combined methanol extracts were combined

nd was filtered through 0.22 �m membrane and evaporated to
0 mL under reduced pressure. The crystallization of �-blockers
as carried out and the crystals were separated and washed with
iethyl ether and dried in air. The product purity was confirmed by
elting points and spectral analysis. These products were used for

nantiomeric resolution by HPLC.

.3. HPLC analysis

All HPLC experiments were carried out on an HPLC system
f ECOM (Czech Republic) consisting of solvent delivery pump
model Alpha 10), manual injector, absorbance detector (Sap-
hire 600 UV–vis), chromatography I/F module data integrator
Indtech. Instrument, India) and Winchrome software. The chiral
olumn used was CelluCoat (250 mm × 4.6 mm, 5.0 �m silica par-
icle size); a gift from Kromasil, Sweden. Samples (5.0 �L) were
njected manually by Hamilton syringe of 50 �L. The stock solu-
ions (0.1 mg mL−1) of the racemic �-blockers were prepared in

ethanol. The mobile phases used in this study were different com-
inations of n-heptane–ethanol–diethylamine, which were used at
arious flow rates (Table 1). The mobile phases were filtered and
egassed on-line daily for 2 min only; before use. The separations
ere carried out at 27 ± 1 ◦C temperature with detection at 225 nm.

he chromatographic parameters such as capacity (k), selectivity
˛) and resolution (Rs) factors were calculated. The limits of detec-
ion (LOD) were determined as per standard procedure [24].

. Results and discussion

The chromatographic parameters are calculated and given in
able 2. The values of selectivity and resolution for all the race-
ates were greater than one indicating a good separation. The

alues of retention, separation and resolution factors ranged from
.44–12.91, 1.12–2.19 and 1.00–9.50, respectively. The peaks were

harp for most of the �-blockers. The chromatograms of the resolu-
ion of oxprenolol (Rs = 9.50) and bisoprolol enantiomers (Rs = 1.00)
n CelluCoat column are shown in Figs. 2 and 3, respectively.
ost of the �-adrenergic blockers used in this study were sepa-

ated using n-heptane–ethanol–diethylamine (90:10:0.2, v/v/v) [I] Fig. 3. Chromatograms of the chiral resolution of bisoprolol on CelluCoat column.
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s mobile phase with the exception of bufurolol, which resolved
sing n-heptane–ethanol–diethylamine (95:05:0.2, v/v/v) [II] as
obile phase. The polarity of mobile phase [I] is slightly higher

n comparison to mobile phase [II]. This may be due to the pro-
ounced steric effect (in the presence of mobile phase [II]) which
ould be in the vicinity of chiral centre of bufurolol; resulting in
oor chiral discrimination of the enantiomers on the reported CSP.
ll �-adrenergic blockers were separated using 1.0 mL min−1 flow
ate except bufurolol and carazolol, which were resolved by using
.5 and 2.0 mL min−1 flow rates, respectively. It may be due to weak
nd strong bindings of bufurolol and carazolol enantiomers on Cel-
uCoat column, respectively. Furthermore, the maximum (Rs = 9.50)
nd minimum (Rs = 1.00) resolution achieved was of oxprenolol and
isoprolol at 1.0 mL min−1 flow rate, respectively. It is due to higher
nantio-selective bondings of oxprenolol enantiomers in compari-
on to the bondings in bisoprolol enantiomers.

The effect of diethylamine (DEA) was also investigated on chiral
esolution as shown in Fig. 4. This Figure indicates that there was
n incomplete resolution with 0.1% DEA (for analytes 1–4 and 6)
hile it was complete with 0.2 and 0.3, respectively. Furthermore,

t is evident from this figure that the values of resolution are high
t 0.2% in comparison to 0.3%; indicating 0.2% as the best concen-
ration of DEA. These facts suggest that the chiral resolutions of
-blockers under the reported HPLC conditions are highly sensi-

ive to the DEA concentration in the mobile phase. Moreover, the
etection limits (�g mL−1) were also poor at 0.3% DEA than 0.2%
hereby making 0.2% as the optimum concentration used. Similarly,
he polarity of the mobile phase was also varied using 5–10 mL
f ethanol. As a result of exhaustive experimentation the chro-
atographic conditions were varied and optimized, the optimized

hromatographic conditions are reported herein. These results can
e explained on the basis of the chiral recognition mechanisms
s described by Okamoto and Yashima [25] and Aboul-Enein and
li [2]. Basically, cellulose has fair defined grooves providing the
hiral surface to the enantiomers. The retention of enantiomers is
ontrolled by �–� interactions, hydrogen bondings, dipole induced
ipole interactions and steric effects. It may be concluded that �-
lockers having strong bondings such as carazolol could resolved
ith 10 mL ethanol in mobile phase (high polarity) and high flow

ate (2.0 mL min−1).
It is not practical to describe bondings in all 10 racemates
eported in this study. However, bondings and chiral recogni-
ion mechanisms in two �-adrenergic blockers viz. oxprenolol
Rs = 9.50) and bisoprolol (Rs = 1.00) are presented herein. These
rugs are relatively less polar and containing both hydroxyl and
mine groups located close to their chiral centers. The most impor-

ig. 5. The representation of supra-molecular bindings of oxprenolol in chiral groove of
xprenolol.
Fig. 4. Effect of diethylamine on the chiral resolution of �-blockers.

tant interactions are �–�, hydrogen bonding, van der Waals forces,
dipole induced dipole attractions and steric effects [2]. The supra-
molecular models of chiral bondings in oxprenolol and bisoprolol
are shown in Figs. 5 and 6, respectively. High values of selectiv-
ity and resolution of oxprenolol indicate a quite good magnitude of
bondings between oxprenolol enantiomers and chiral selector [tris-
(3,5-dimethylphenylcarbamate)]. Fig. 5 indicates the possibilities
of four �–� interactions and four hydrogen bondings. On the other
hand, Fig. 6 shows only two �–� interactions due to steric effect
generated by alkyl ester chain; along with four hydrogen bondings.
The best resolution of oxprenolol indicates that the chiral resolution
of these �-blockers; under the reported experimental conditions;

is controlled by �–� interactions. However, hydrogen bondings
and steric effects also play significant roles in chiral recognition
mechanism. These facts are also supported by a model of the enan-
tiomeric recognition mechanism involving helical arrangement of
carbamate moieties of several polysaccharide based CSPs [25].

tris-(3,5-dimethylphenyl) carbamate cellulose unit. * denotes the chiral centre on
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ig. 6. The representation of supra-molecular bindings of bisoprolol in chiral groo
isoprolol.

. Method validation

The validation of the developed method was ascertained by car-
ying out five sets (n = 5) of the chromatographic procedures under
he identical experimental conditions. The developed method was
pplied to resolve the enantiomers of �-blockers in some commer-
ially available tablets. The regression analysis was carried out using
icrosoft Excel program. The standard deviation (SD) and correla-

ion coefficients (R) of chromatographic experiments in commercial
ablets were ±0.05 and 0.9999, respectively while the confidence
evels ranged from 99.5 to 99.8. Low detection limits for these �-
lockers ranged from 3.0 to 297.0 �g mL−1. The application of the
eveloped chiral HPLC methods is shown in Fig. 7 depicting enan-
iomeric resolution of propranolol in commercial tablets.

. Comparison of CelluCoat with other polysaccharide CSPs

Recently, we have published a review article on the chiral res-
lution of �-blockers using liquid chromatography including the
natiomeric separation using several polysaccharide based SCPs
8]. Attempts have been made to compare the results of chiral res-
lution of �-blockers on CelluCoat column with those on other
olysaccharide based CSPs. It is not possible to compare point by
oint but, in general, we observed a complimentary nature of Cellu-

oat column with other polysaccharide chiral columns. The effect of
EA was almost similar on CelluCoat and other polysaccharide chi-

al columns for �-blockers. Furthermore, as per our experimental
bservation some advantages of this column include effective, effi-
ient, fast, inexpensive enantiomeric separations. It has also been

ig. 7. The enantiomeric resolution of propranolol in commercial tablets on Cellu-
oat column.

[

tris-(3,5-dimethylphenyl) carbamate cellulose unit. * denotes the chiral centre on

noticed that no pressure limit, quick regeneration after using acidic
and basic mobile phase additives and mechanical and chemical
stabilities of this column are other working advantages.

6. Conclusion

The reported results describe a successful enantiomeric res-
olution of 10 �-adrenergic blockers on a single chiral column
(CelluCoat). All �-blockers are base line resolved with sharp peaks.
CelluCoat chiral column is an ideal for enantiomeric resolution of
these drugs due to good resolution along with cost friendly and time
saving nature. Moreover, the reported HPLC method is simple, fast
and reproducible and can be used for the enantiomeric resolution of
�-blockers in biological fluids and also on a semi-preparative scale
for further pharmacological investigations of the individual enan-
tiomers. The proposed supra-molecular models indicate that the
chiral resolution is governed by �–� interactions, hydrogen bond-
ings and steric effect. The reported HPLC method was applied for
monitoring chiral ratios of some �-blockers in the commercially
available tablets and the results obtained were found reliable, selec-
tive and reproducible.

References

[1] FDA policy statement for the development of new stereoisomeric drugs, Publi-
cation Date: 05/01/1992.

[2] H.Y. Aboul-Enein, I. Ali, Chiral Separation by Liquid Chromatography and
Related Technologies, Marcel Dekker Inc., New York, USA, 2003.

[3] D. Stevenson, I.D. Wilson, Chiral Separations, Plenum Press, New York, USA,
1988.

[4] S. Allenmark, Chromatographic Enantioseparation: Methods and Applications,
Ellis Horwood Ltd., New York, USA, 1991.

[5] D.T. Eurich, J.M. Gamble, S.H. Simpson, J.A. Johnson, Diabetes Care 31 (2008)
2136.

[6] K. Balmer, P.O. Lagerström, B.A. Persson, G. Schill, J. Chromatogr. A 592 (1992)
331.

[7] H. Navratilova, R. Opatrilova, Z. Kriz, J. Koca, Chirality 16 (2004) 139.
[8] I. Ali, A. Hussain, H.Y. Aboul-Enein, G. Bazylak, Curr. Drug Discovery Technol. 4

(2007) 255.
[9] E.H. Meyers, E. Jawetz, A.A. Goldheim, Review of Medical Pharmacology, Lange

Medical Publication, Los Altos, USA, 1980.
[10] T. Walle, U.K. Walle, M.J. Wilson, T.C. Fagan, T.E. Gaffney, Br. J. Clin. Pharmacol.

18 (1984) 741.
[11] M.G. Schmid, O. Gecse, Z. Szabo, F. Kilar, G. Gubitz, I. Ali, H.Y. Aboul-Enein, J. Liq.

Chromatogr. Related Technol. 24 (2001) 2493.
12] E.J. Lee, K.M. William, Clin. Pharmacokinet. 18 (1990) 339.

[13] W.L. Nelson, T.R. Burke, Res. Commun. Chem. Pathol. Pharmacol. 21 (1978) 77.

[14] A.M. Barrett, V.A. Cullum, J. Pharmacol. 20 (1968) 911.
[15] J.C. Danilewicz, J.K. Kamp, J. Med. Chem. 16 (1973) 168.
[16] A.K. Sing, E.R.M. Kedor-Hackmann, M.I.R.M. Santoro, J. AOAC Int. 8 (2001)

1724.
[17] A.M. Krstulovic, M.H. Fouchet, J.T. Burke, G. Gillet, A. Durand, J. Chromatogr. A

452 (1988) 477.



ta 78

[
[
[
[

I. Ali et al. / Talan
18] H.L. Zhang, J.T. Stewart, M. Ujheliyi, J. Chromatogr. B 668 (1995) 309.
19] A.B. Jeppsson, U. Johansson, B. Waldeck, Acta Pharmacol. Toxicol. 54 (1984) 285.
20] B. Silber, N.H.G. Holford, S. Regelman, J. Pharm. Sci. 71 (1982) 699.
21] O. Eber, W. Buchinger, W. Lindner, P. Lind, M. Rath, G. Klima, W. Langsteger, P.

Költringer, Clin. Endocrinol. (Oxf.) 32 (1990) 363.

[
[
[

[

(2009) 458–463 463
22] C.V. Ram, Am. J. Cardiol. 102 (2008) 242.
23] S. Belknap, Evid. Based Med. 13 (2008) 50.
24] The United State Pharmacopeia, 24th ed., United States Pharmacopeial Conven-

tion Rockville, MD, 2000, p. 2150.
25] Y. Okamoto, E. Yashima, Angew. Chem. Int. 37 (1998), 1020.



A
f

E
D

a

A
R
R
2
A
A

K
F
B
C
T
F
E

1

e
m
b
T
o
o
v
s
s
i
o
c
r
p
p
b
s
b
c
e

0
d

Talanta 78 (2009) 553–556

Contents lists available at ScienceDirect

Talanta

journa l homepage: www.e lsev ier .com/ locate / ta lanta

n inhibition type amperometric biosensor based on tyrosinase enzyme
or fluoride determination

ngin Asav, Emine Yorganci, Erol Akyilmaz ∗

epartment of Biochemistry, Faculty of Science, Ege University, 35100 Bornova-İzmir/Turkey
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a b s t r a c t

In this study, a new biosensor based on the inhibition of tyrosinase for the determination of fluoride
is described. To construct the biosensor tyrosinase was immobilized by using gelatine and cross-linking
agent glutaraldehyde on a Clark type dissolved oxygen (DO) probe covered with a teflon membrane which
is sensitive for oxygen. The phosphate buffer (50 mM, pH 7.0) at 30 ◦C were established as providing the
optimum working conditions. The method is based on the measurement of the decreasing of dissolved
oxygen level of the interval surface that related to fluoride concentration added into reaction medium in
the presence of catechol. Inhibitor effect of fluoride results in decrease in dissolved oxygen concentra-
eywords:
luoride
iosensor
atechol
yrosinase
luoride determination

tion. The biosensor response depends linearly on fluoride concentration between 1.0 and 20 �M with a
response time of 3 min.

In the characterization studies of the biosensor some parameters such as reproducibility, substrate
specificity and storage stability were carried out. From the experiments, the average value (x), Standard
deviation (S.D) and coefficient of variation (C.V %) were found as 10.5 �M, ± 0.57 �M, 5.43%, respectively

rd.
nzyme electrode for 10 �M fluoride standa

. Introduction

Tyrosinase is found in almost all organisms and catalyses sev-
ral essential biological reactions. It initiates the synthesis of
elanin and is responsible for pigmentation of skin and hair,

rowning of fruit and wound healing in plants and arthropods [1].
yrosinase is a binuclear copper containing metalloprotein that
xidizes monophenols and o-diphenols into their corresponding
-quinones, at the expense of oxygen reduction to water. The con-
ersion of monophenols by tyrosinase proceeds in two consecutive
teps, i.e. in the first step monophenol is hydroxylated to its corre-
ponding o-diphenol (hydroxylase activity), which in a second step
s oxidized to its corresponding o-quinone, whereby the enzyme is
xidized by molecular oxygen back to its native form (the enzyme’s
atecholase activity) [2]. This enzyme which produced from mush-
ooms has an isoelectric point of 4.5 and carries a negative charge at
H >4.5 in aqueous solution [3]. Tyrosinase tightly inhibits by cop-
er chelators (competitive with respect to oxygen) like tropolon,
enzhydroxamic, salicylhydroxamic acid. In addition halide anions

uch as fluoride, chloride, iodide and bromide play a role in the inhi-
ition of tyrosinase. The fluoride and chloride inhibitions appear
ompetitive, whereas iodide and bromide inhibit through an appar-
nt non-competitive mechanism. The order of strength of inhibition

∗ Corresponding author. Fax: +90 232 3438624.
E-mail address: erol.akyilmaz@ege.edu.tr (E. Akyilmaz).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.010
© 2008 Elsevier B.V. All rights reserved.

is I > F > Cl > Br with apparent inhibition constants of 3.8 mM, 11 mM,
0.16 M, and 0.23 M, respectively [4–10].

Sodium fluoride is an ionic compound with the formula NaF.
This colourless solid is the main source of the fluoride ion in diverse
applications. Fluoride salts are used widely to enhance the strength
of teeth by the formation of fluoroapatite, a naturally occurring
component of tooth enamel. Toothpaste often contains sodium
fluoride to prevent cavities. Sodium fluoride is also used as an
antibiotic, as rat poison, and in ceramics. Sodium fluoride strongly
reduces tyrosinase activity like acid and cyanide and also inhibition
of sodium fluoride is highly depending on pH [11–13].

Biosensors, one of newer areas in analytical chemistry, have
simple analysis methods, reproducibility, non-expensive, sen-
sitivity and short response time. Fluoride can be accurately
detected by using fluorescence systems [14], immunoassay meth-
ods [15], potentiometric chemical sensors [16], colorimetric
methods [17–18], spectrophotometry [19], ion chromatography
[20], high-performance liquid chromatography [21], optical sensors
[22] and gas chromatography [23]. Although all these meth-
ods are currently available for fluoride detection, some of them
present complicated and time-consuming protocols and also they
required expensive equipment and advanced technical support

especially to comment on the problems about the results and
equipments.

In this study we have developed a tyrosinase biosensor for the
detection of fluoride by using its inhibitory effect on the activ-
ity of tyrosinase. This effect was monitored amperometrically by
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Fig. 1. The inhibition effect of sodium fluoride on the biosensor response (phosphate
buffer; pH 7.0, 50 mM at 30 ◦C). (�) without fluoride; (�- with fluoride. The activity

20.35 U/cm , 40.7 U/cm and 81.4 U/cm activity of tyrosinase, and
all of them immobilized with gelatine (5 mg) and glutaraldehyde
(2.5%) as cross-linking agent. Results obtained from the experi-
ments were shown in Fig. 2. The best useful curve was obtained
by the biosensor which was prepared to 40.7 U/cm2 activity of
54 E. Asav et al. / Tala

sing Clark type dissolved oxygen electrode that is combined YSI
xygenmeter.

. Experimental

.1. Chemicals

Tyrosinase (E.C 1.14.18.1) from mushroom (Agaricus bisporus)
nd calf skin gelatine (225 bloom), glutaraldehyde (25%), sodium
uoride, catechol and all other chemicals were purchased from
igma Chemical Co. (USA). All solutions used in experiments were
repared just before their use.

.2. Apparatus

In the study, a YSI Model 58 digital dissolved oxygen (DO)
xygenmeter, YSI 5739 Model DO probes (with YSI 5740 model
able)(YSI Co., Yellow Springs, USA), high sensitive teflon mem-
ranes (0.0005 in. thick) for oxygen and Nuve Thermostat (Ankara,
R) were used for constant temperature in the experiments.

.3. Preparation of the biosensors

First DO probe was covered with standard teflon membrane by
sing an O-ring and then teflon membrane which is selective for
xygen was pre-treatment with 0.5% SDS (sodiumdodecylsulfate)
n phosphate buffer (50 mM, pH 7.5) to reduce the tension on the

embrane surface, thus microbial contamination was prevented.
fter that, tyrosinase (69 U), and gelatine (5 mg) were mixed in
00 �l of phosphate buffer (pH 7.0; 50 mM) for a few minutes. The
ixture was dissolved at 38 ◦C. 200 �l of the solution was spread

ver the DO probe membrane surface and allowed to dry at 4 ◦C
or 25 min and then the enzyme was cross-linked with glutaralde-
yde solution (2.5%) in phosphate buffer (50 mM, pH 7.5) for 4 min.
xcess of glutaraldehyde was eliminated by washing phosphate
uffer and double distilled water.

.4. Principle of the measurement

The principle of the measurement is based on the determina-
ion of decreasing oxygen level by the activity of tyrosinase and the
etection of changes in consumed oxygen level related to concen-
ration of fluoride added into the reaction medium.

atechol + 1
2 O2

Tyrosinase−→ Benzoquinone + H2O

At the beginning, when there is no fluoride in the reaction
edium, consumed oxygen level obtained from the enzymatic

eaction is measured as (DOI). After that, fluoride is injected into
he reaction medium together with catechol and decrease in the
onsumed oxygen level is determined as (DOII). Difference between
wo measurements (DOI − DOII = DOIII) is related to concentration
f fluoride added into the reaction medium. By using this inhibi-
ion based biosensor we detected the both substrate (catechol) and
nhibitor (fluoride) of enzyme.

All the measurements were carried out at 35 ◦C by using thermo-
tatic reaction cells and oxygen saturated phosphate buffer (50 mM,
H 7.0).

. Results and discussion
.1. Detection of the inhibition effect of fluoride on the activity of
yrosinase

For the detection of the inhibition effect of fluoride on the
ctivity of tyrosinase biosensor some experiments were made. In
of tyrosinase, the concentration of fluoride, the percentage of glutaraldehyde and
gelatine amount were kept constant at 40.7 U/cm2, 10 �M, 2.5%, and 4.21 mg/cm2,
respectively.

experiments first, the biosensor was used for obtaining a standard
curve for catechol detection by using catechol standards between
0.5 �M and 7.5 �M concentration in the absence of fluoride. In
the second step, by using the same catechol standards, that all
of them containing 10.0 �M fluoride, a new standard curve was
obtained. From the second standard curve, we investigated that flu-
oride competitively decreased the biosensor responses. Fig. 1 shows
this obvious effect on the tyrosinase enzyme.

3.2. Optimization of the immobilization parameters

3.2.1. Effect of enzyme activity on the biosensor response
To determine the effect of enzyme activity on the biosensor

response, different amounts of tyrosinase were studied. For this
purpose, we prepared three different biosensors that contained

2 2 2
Fig. 2. The effect of tyrosinase activity on the biosensor response. The activity of
tyrosinase; (�-�) 20.35 U/cm2, (�) 40.7 U/cm2, (�- 81.4 U/cm2. Phosphate buffer;
pH 7.0, 50 mM; T = 30 ◦C; the concentration of catechol, the amount of gelatine
and the percentage of glutaraldehyde were kept constant at 2.5 �M, 4.21 mg/cm2,
2.5%,respectively.
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Fig. 3. The effect of pH on the biosensor response acetate buffer (3.0–4.0), citrate
E. Asav et al. / Tala

yrosinase. Response of this biosensor was higher and correlated
inearly at fluoride concentration between 1 �M and 20 �M. By
sing the other biosensors containing 20.35 U/cm2 and 81.4 U/cm2

yrosinase activity, narrow linear regions that were correlated lin-
arly at fluoride concentration between 1 �M and 10 �M were
btained. As a result, the best responses and linear range were
btained by the biosensor prepared to 40.7 U/cm2 activity of
yrosinase.

.2.2. Effect of gelatine amounts on the biosensor response
To determine the effect of gelatine amounts on the biosen-

or response different amounts of gelatine were used. For this
urpose the biosensors containing 2.10 mg/cm2, 4.21 mg/cm2, and
.42 mg/cm2 gelatine, were prepared and used. All biosensors had
0.7 U/cm2 tyrosinase activity and all of them were cross-linked by
lutaraldehyde (2.5%). According to results obtained from experi-
ents it can be said that fluoride was correlated linearly with a

ange between 1 �M and 20 �M concentrations by the biosensor
repared to 4.21 mg/cm2 gelatine.

On decreasing the amount of gelatine from 4.21 mg/cm2 to
.10 mg/cm2 showed a swerve on the curve and also decreases
n biosensor responses. The most important reason of this effect
as the escape of enzyme from the bioactive layer, due to insuf-
cient tightness of the enzyme immobilization. When we used
.42 mg/cm−2 gelatine in the biosensor preparation, the biosen-
or responses were very low and in addition we obtained a linear
tandard graph for the fluoride concentration only between 5 �M
nd 15 �M. Because, increasing of gelatine leads to thicker dif-
usion barriers in between the bioactive layer and the electrode
urface. Thicker diffusion barrier hinders the effective working of
he enzyme and also diffusion of substrate and inhibitor from the
ioactive layer to interval surface. These experiments showed that
ptimal biosensor responses were achieved by the biosensor which
ontained 4.21 mg/cm2 gelatine.

.2.3. Effect of the percentage of glutaraldehyde on the biosensor
esponse

In this part of the optimization studies, different percentages
f glutaraldehyde were used in the biosensor preparation for the
etermination of the effect of the glutaraldehyde on the biosen-
or response. For this purpose first three biosensors containing
0.7 U/cm2 activity of tyrosinase and 4.21 mg/cm2 gelatine were
repared, and then the biosensors prepared were treated with
.25%, 2.50%, and 5.0% glutaraldehyde solutions for cross-linking.

hen we used 1.25% concentration of glutaraldehyde in the biosen-
or preparation we detect a linear region that is between 1 �M and
0 �M concentrations of fluoride. In this concentration range the
iosensor’s responses higher than the other biosensor’s responses
hich obtained by preparing 2.5% and 5.0% glutaraldehyde. Nev-

rtheless, response obtained for 1 �M NaF was nearly the same,
he response obtained for 10 �M. In this case, the linear region
btained was nearly horizontal and not useful for quantitative
nalysis. Lower concentrations of glutaraldehyde were not suffi-
ient enough to allow adequate cross-linking of the enzyme and
elatine molecules .So, the most useful and better responses were
btained by using the biosensor prepared to 2.5% glutaraldehyde.
rom experiments it is obvious that fluoride was detected with
linear range between 1 �M and 20 �M concentrations by the

iosensor which was prepared to 2.5%.

When we considered about this findings it is clear that an

ncrease in the percentage of glutaraldehyde from 2.5% to 5.0%
rought about an explicit decrease in biosensor responses. The
ost important reason of this effect was the formation of stricter

ross-links. Hence catechol, the substrate molecule, could not be
pproached easily and converted into the product.
buffer (5.0–6.0), phosphate buffer (7.0–8.0) and glycine buffer (9.0–10.0) 50 mM,
30 ◦C). The activity of tyrosinase, the concentration of catechol and fluoride, the per-
centage of glutaraldehyde and amount of gelatine were kept constant at 40.7 U/cm2,
2.5 �M, 10 �M and 4.21 mg/cm2, respectively.

3.3. Optimization of working conditions

3.3.1. Effect of temperature on the biosensor response
To determine the effect of temperature on the biosensor

response is very important due to nature of biocomponent and also
obtain the best biosensor responses Experiments were carried out
between 15 ◦C and 40 ◦C. From results, it can be said that the high-
est biosensor responses were obtained at 30 ◦C for biosensor. At
upper and lower temperature than 30 ◦C decreases in the biosensor
responses were observed.

3.3.2. Effect of pH on the biosensor response
The experiments were carried out at different buffer systems

for the determination of the effect of pH value on the biosensor
response. For this purpose 50 mM concentrations of acetate (pH
3.0–4.0), citrate (pH 5.0–6.0), phosphate (pH 7.0–8.0) and glycine
(pH 9.0–10.0) buffers were prepared and used. Results obtained
from experiments were shown in Fig. 3. According to findings, opti-
mum pH value was achieved as 7.0. There was no response in the
biosensor at pH 3.0 and pH 4.0 values. If we consider the optimum
pH value (pH 7.0) of the enzyme it can be said that the most impor-
tant factor in this result is the instability of the enzyme at pH values
lower than ca. 5. In addition, from the literature Tepper et al. [5]
were discussed that acidic form of the enzyme is capable for binding
of fluoride.

3.4. Analytical characteristics of the biosensor

3.4.1. Linear range of the biosensor
After optimizations of the biosensor, experiments were carried

out to achieve a calibration curve for fluoride at optimal conditions.
From results it can be said that the biosensor responses corre-
lated linearly at sodium fluoride concentration between 1.0 �M
and 20 �M. From the experiments a linear regression equation was
obtained for (y = 0.0031x + 0.005) with R2 = 0.9934, where y repre-
sents�DO (mg/l) and x represents concentration of NaF (�M).

3.4.2. Reproducibility

For determination of the reproducibility of the biosensor exper-

iments were also carried out at 10 �M sodium fluoride and 2.5 �M
catechol concentration (n = 8). From experiments, the average value
(x), standard deviation (S.D) and coefficient of variation (CV %) were
calculated as 10.5 �M, ± 0.57 �M and 5.43% respectively.
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ig. 4. Storage stability. (Phosphate buffer; pH 7.0, 50 mM at 30 ◦C) The activity of
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yde and amount of gelatine were kept constant at 40.7 U/cm2, 2.5 �M, 10 �M, 2.5%
nd 4.21 mg/cm2, respectively.

.4.3. Storage stability
To observe storage stability of the biosensor a newly prepared

iosensor was stored at +4 ◦C. Measurements were carried out in
very third day along 18 days. The biosensor was used only for
his experiment. Results obtained from experiments were shown
n Fig. 4. Although 18 days were passed, there was only 10% loss in
he activity and also responses of the biosensor for fluoride.

. Conclusions

Inhibition based biosensors have been used very efficiently

specially in environmental analysis. The principle of operation of
hese biosensors is based on the interaction that occurs between
pecific chemical and biological agents “inhibitors”, present in the
ample, and the biocatalyst such as an enzyme, a polyenzymatic
equence and/or even a whole tissue immobilized on the biosensor
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itself. The response of the biosensor is therefore proportional to the
reduction rate of the enzymatic reaction which takes place at the
sensor’s interface.

This work demonstrates that the biosensor which is based on
inhibition of fluoride has good analytical properties such as fast
response (3 min), long-time stability and a good detection range
and it is suitable for routine analysis of catechol and sodium fluoride
at the same time. As a result, all of these advantages suggested that
sodium fluoride can be detected easily, accurately and rapidly.
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[6] R. Peñafiel, J.D. Galindo, F. Solano, E. Pedreño, J.L. Iborra, J.A. Lozano, Biochim.

Biophys. Acta 788 (1984) 327.
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Atrazine is a triazine herbicide which contains two secondary aliphatic amine groups. Previous studies
have shown that aliphatic amines react with tris(2,2′-bipyridyl)ruthenium(III) to produce chemilumines-
cence. This paper describes the application of tris(2,2′-bipyridyl)ruthenium(III) to the detection of atrazine
and related triazine herbicides in water by flow injection chemiluminescence analysis. The optimised
experimental conditions were determined to be: sample and carrier flow rates of 4.6 mL min−1, sample at
pH 9 buffered with 50 mM borax, and reagent concentration of 1 mM tris(2,2′-bipyridyl)ruthenium(III) in
20 mM H SO (pH 1). Under these conditions, the logarithm of the chemiluminescence intensity versus
esticides
trazine
hemiluminescence
low injection analysis
atural organic matter

2 4

concentration was linear in the range of 2.15–2150 �g L−1 for samples in MilliQ water, and the limit of
detection of atrazine in water was determined to be 1.3 ± 0.1 �g L−1. Validation of the method was per-
formed using direct injection HPLC. The presence of natural organic matter (NOM) significantly increased
the chemiluminescence, masking the signal generated by atrazine. Isolating the target analyte via solid

or to
sitivi
olid phase extraction (SPE) phase extraction (SPE) pri
in a greatly improved sen

. Introduction

The manufacture of pesticides is a multi-billion dollar industry.
he United States alone has an annual market of over USD 10 billion
er annum, while Australia spends approximately one tenth of that
mount [1]. If pesticides were not used, it is estimated that one
hird of the world’s food crops would be destroyed by pests either
uring growth, harvesting, or storage. Losses would be even higher

n developing countries [1].
Pesticide contamination has been a widely publicised topic

ver the past 30 years and will continue to be a problem in the
uture. Already we are observing large scale pesticide contamina-
ion within Australia, in particular from triazine herbicides such as
trazine, simazine and hexazinone. In 1992, atrazine was recorded
t concentrations as high as 53 mg L−1 in northern Tasmania [2].
n 1996, atrazine and hexazinone were recorded throughout a

orthern Queensland groundwater system at concentrations up to
.4 �g L−1 [2] and in 2000, they were found along with simazine at
evels up to 0.6 �g L−1 within the South Australian groundwater sys-
em [2]. More recently in 2004, an aerial pesticide sprayer crashed

∗ Corresponding author at: School of Applied Sciences (Applied Chemistry), RMIT
niversity, GPO Box 2476V, Melbourne 3001, Australia. Tel.: +61 3 9925 1787;

ax: +61 3 9639 1321.
E-mail address: nichola.porter@rmit.edu.au (N.A. Porter).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.11.033
analysis removed this interference and concentrated the samples, resulting
ty with a detection limit of 14 ± 2 ng L−1.

© 2008 Elsevier B.V. All rights reserved.

in northern Tasmania releasing its load of atrazine, simazine, and
alphacypermethrin (a pyrethroid insecticide) into the environment.
This resulted in 90% mortality at a nearby oyster farm as well as an
observed increase in health complaints in the local community [3].
Despite these incidents, water catchments are not monitored on a
continuous basis for these contaminants. While the reported results
for atrazine in the Melbourne catchments are below 0.1 �g L−1,
which is well below the Australian safe drinking water guidelines
of 40 �g L−1 [4], aquatic organisms have been shown to be very sen-
sitive. An example of this was recently reported where atrazine at
0.1 �g L−1 was shown to be detrimental to amphibians [5].

The routine analysis of water for pesticide residues is generally
time consuming and expensive. A thorough monitoring program
requires the analysis of hundreds of samples, most of which have
pesticide residues below detectable limits. Hence there is a need
for a continuous, user friendly, sensitive screening method which
is capable of performing rapid analyses to detect pollution events of
the type described above. This initial screening will reduce the time
wasted in analysing hundreds of pesticide-free samples by conven-
tional methods. This goal is becoming more attainable as screening
methods are being developed based on fluorescence, immunoen-

zymatic and chemiluminescence flow injection techniques.

Pesticide analysis using flow injection techniques was first
reported by Méndez et al. in 1988 [6]. Analysis of triazines by flow
injection was not applied until 1996 when Martinez et al. coupled
an on-line liquid–liquid extraction manifold for the enrichment of
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The microfiltration/ultrafiltration (MF/UF) rig incorporated a
stirred-cell (Amicon 8050, membrane area 13.4 cm2) connected to a
feed reservoir, and operated at a transmembrane pressure of 70 kPa
(MF) and 110 kPa (UF) regulated using nitrogen gas, and stirrer
D.J. Beale et al. / Ta

riazines in surface waters with spectrophotometric detection. They
sed a 10 min pre-concentration step to achieve a detection limit
or atrazine of 5 �g L−1 [7]. Galeano Diaz et al. incorporated solid
hase extraction for the rapid pre-concentration (under 5 min) of
aptalam with fluorescence detection, reaching a detection limit
f 0.03 �g L−1 [8], while Coly and Aaron [9], and Maniasso et al.
10] used photochemically induced fluorescence for the detection
f sulfonylurea herbicides (0.1 �g L−1) and fenvalerate (17 �g L−1)
espectively. In 2001, Vilchez et al. used the same detection method
or imidacloprid (0.3 �g L−1) [11], and Icardo et al. also used it for
he detection of sulfonamides (30 �g L−1) [12].

Many researchers have utilized the inhibitory effects of pes-
icides on acetyl cholinesterase or other enzymes to develop
iosensors for their determination [13–20]. While these methods
re sensitive (e.g., detection of atrazine as low as 0.03 �g L−1; 2,4-D
t 0.2 �g L−1; TNT at 0.1 �g L−1; and diuron at 0.2 �g L−1) enzymatic
ethods are time consuming, expensive to develop, have a limited

ifespan, and need to be operated under temperature controlled
aboratory conditions.

More recently, chemiluminescence has gained in popularity
21]; it is a cheaper alternative to immunoenzymatic flow injec-
ion methods, requires less method development and less stringent
perating conditions. Chemiluminescence has been successfully
pplied to the determination of carbaryl using a variety of chemilu-
inescent reagents; the detection limits obtained were 4.9 �g L−1

ith luminol [22], 29 �g L−1 with cerium(IV) [23], 5 �g L−1

ith peroxyoxalate [24,25], and 12 �g L−1 using photo-generated
ris(2,2′-bipyridyl)ruthenium(III) [26]. Wang et al. applied luminol
hemiluminescence to the determination of dichlorvos (8 �g L−1)
27], and Adcock et al. used tris(2,2′-bipyridyl)ruthenium(III) for
lyphosate determination in commercial formulations [28].

As demonstrated by Adcock et al. [28], Perez-Ruiz et al. [26] and
ostin et al. [29,30], tris(2,2′-bipyridyl)ruthenium(III) chemilumi-
esces with aliphatic amines at 610 nm. This paper further explores
he application of tris(2,2′-bipyridyl)ruthenium(III) chemilumi-
escence to the determination of atrazine (which contains two
econdary aliphatic amines) in natural waters.

. Experimental

.1. Dissolved organic carbon (DOC)

After filtration (0.45 �m hydrophilic membrane (Durapore
VDF)) dissolved organic carbon (DOC) was determined using a
ievers 820 TOC analyser.

.2. Direct injection HPLC—sample validation method

High performance liquid chromatography (HPLC) direct injec-
ion was carried out according to the method of Perkins et al.
31] with a Waters HPLC pump (M-6000A, Waters Associates Inc.,
SA.) operated isocratically with a water–acetonitrile–methanol

60:25:15, v/v/v) mobile phase at a flow rate of 1.5 mL min−1. Aque-
us samples were injected (500 �L) via a Waters HPLC injection
alve fitted with a 500 �L loop using a 2 mL glass barrel syringe.
he injected sample passed through a C8, 5 �m 250 mm × 4.6 mm
olumn (Model 831815 Spherisorb, Phase Separation, USA). The
PLC system was connected to a UV–vis detector (SPD-10AV, Shi-
adzu, Japan) set at 220 nm coupled to a chart recorder (Model

395, Hewlett Packard, USA).
.3. FIA instrumentation

Sample and carrier streams were propelled using a peristaltic
ump (Ismatec, Switzerland) through bridged PVC tubing (1.85 mm

.d.; Global FIA, USA). All other tubing was PTFE (0.5 mm i.d.; Global
8 (2009) 342–347 343

FIA, USA). The chemiluminescent reagent was injected into the
carrier stream via a six-port injection valve (Rheodyne, USA). The
reagent and sample streams merged at a T-piece positioned 20 mm
from a coiled PTFE (0.5 mm i.d.) flow cell. The flow cell was mounted
flush against the window of a red sensitive photomultiplier tube
(PMT) (Hamamatsu H5784-20, Japan) which was powered by a sta-
ble power supply (built in-house, RMIT, Australia). Output from
the PMT was monitored using a chart recorder. The arrangement
is shown in Fig. 1.

2.4. Solution preparation

A stock solution of atrazine (9.8 g L−1) (Sigma–Aldrich) was pre-
pared in 10 mL acetonitrile and sonicated for an hour. Working
standard solutions of atrazine were prepared daily in MilliQ water.
Stock solutions were stored at 4 ◦C in the dark when not in use.

Atrazine metabolites (hydroxyatrazine, deethylatrazine, deiso-
propylatrazine) and the pesticides (simazine and hexazinone) were
obtained from Orica.

2.5. Tris(2,2′-bipyridyl)ruthenium(III)

Tris(2,2′-bipyridyl)ruthenium(II) was synthesised according to
the method described by Broomhead and Young [32], and 1 mM
solutions were freshly prepared in 20 mM sulfuric acid (LR). Lead
dioxide (0.1 g) (Sigma–Aldrich) was added to 100 mL tris(2,2′-
bipyridyl)ruthenium(II) in 20 mM sulfuric acid to oxidise the
ruthenium complex prior to filtration (0.45 �m syringe filter) and
injection (100 �L) into a MilliQ water carrier stream pumped at
4.6 mL min−1. The second stream carried atrazine (50 mM borax,
pH 9) pumped at 4.6 mL min−1 (Fig. 1).

2.6. Interference species

All materials added were of analytical grade or higher. Fulvic acid
and sodium humate (80% purity) from brown coal in North Eastern
Victoria were sourced from Omnia Pty. Ltd., Australia. Humic acid
sodium salt was obtained from Aldrich, USA TG. The humic and
fulvic standards were freshly prepared weekly in MilliQ water. Stock
solutions of Al3+, Cu2+, Fe3+ and Fe2+ (1000 mg L−1) were prepared
in 2% nitric acid and kept in high density polyethylene bottles. These
were diluted to 100 mg L−1 and adjusted to pH 7 with NaOH prior
to analysis. All solutions were stored at 4 ◦C in the dark when not in
use. All other cations and anions were prepared daily at 100 mg L−1

in MilliQ water.

2.7. Membrane filtration
Fig. 1. FIA schematic for tris(2,2′-bipyridyl)ruthenium(III) chemiluminescence
for atrazine determination. (A) MilliQ water carrier stream peristaltic pump
(4.6 mL min−1). (B) Sample stream peristaltic pump (4.6 mL min−1). (I) Injection
valve (100 �L 1 mM tris(2,2′-bipyridyl)ruthenium(III) reagent). (T) T-piece. (D) PMT.
(W) Waste. Tubing lengths: (a) 11 cm, (b) 20 cm and (c) 2 cm.
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Table 1
Summary of analytical and statistical parameters achieved for the determination of
atrazine by flow injection chemiluminescence (n = 4).

Statistical figures of merit

Intercept −0.0944
Slope 0.1515
Linear dynamic range (�g L−1) 2.15–2150
Limit of detection (LOD)a (�g L−1) 1.3
Limit of quantification (LOQ)b (�g L−1) 3.1
Practical method detection limit (MDLP)c (�g L−1) 2.0
Standard deviation of the slope 0.003
Standard deviation of the intercept 0.01
Standard deviation of the regression 0.03
Correlation coefficient 0.9795

a Limit of detection calculated using 3 × SD of the blank (n = 36) [33].
b

MilliQ water spiked with increasing amounts of atrazine (30.0,
50.0 and 100.0 �g L−1) was analysed using the flow injection
method and the results were confirmed using direct HPLC. Table 2
reports observed concentrations and recovery for both analytical
methods. The recoveries for both methods were excellent, with

Table 2
Recovery for MilliQ water samples spiked with atrazine using the flow injection
chemiluminescence and direct injection HPLC methods (n = 4).

Analytical method [Atr] spike (�g L−1) [Atr] observed ±
2SD (�g L−1)

Recovery
(%)

Flow injection 30.0 32.1 ± 0.1 107
44 D.J. Beale et al. / Ta

peed of 430 rpm. All experiments were conducted at room temper-
ture (22 ◦C). Hydrophilic polyvinylidene fluoride MF membranes
Durapore GVWP, 0.22 �m, Millipore) and hydrophilic polyether-
ulphone UF membranes (100 kDa MWCO, Millipore) were used for
ltration tests.

.8. Solid phase extraction (SPE)

SPE cartridges (0.5 mg Bond Elut C18) were pre-conditioned
ith 5 mL methanol followed by 5 mL MilliQ water (Millipore MilliQ
ater System) prior to sample introduction (1 L aliquot, filtered

.45 �m hydrophilic membrane) at 2–4 mL min−1. The SPE car-
ridges were then washed with two 5 mL aliquots of MilliQ water
rior to analyte elution (2 mL min−1) with a 4 mL and two 3 mL
ethanol aliquots (final eluent volume 10.0 mL).

. Results and discussion

.1. Optimisation of experimental parameters

Experiments were constructed in Minitab 14 (statistical soft-
are, Minitab Inc., USA) to optimise carrier flow rate, sample flow

ate, sample pH, reagent pH and reagent concentration. These
xperiments were designed using an inbuilt optimisation function
ithin Minitab; the main batch of experiments consisted of 96

uns which included 16 centre points and a random combination
f the chosen variables containing the maximum and minimum
arameter settings. Upon completion, the optimisation was fine
uned within Minitab to determine the most suitable optimisation
arameters for analysis of the pesticides. Detailed below are the
utcomes of the design and subsequent values for each parameter
hosen.

.2. Effect of flow rate

Flow rate is a very important FIA chemiluminescence parameter.
he ideal flow rate will deliver the sample plug to the detector at the
oint of maximum chemiluminescence and minimal sample dis-
ersion. The effect of flow rate on the chemiluminescence reaction
etween atrazine and tris(2,2′-bipyridyl)ruthenium(III) was inves-
igated over 1.0–8.0 mL min−1. The highest chemiluminescence
ignal generated from atrazine and the lowest blank signal (overall
ighest signal to blank ratio (SBR)) was recorded at 4.6 mL min−1

RSD 0.1%, n = 5; 100 �g L−1 atrazine). Flow rates ± 1.0 mL min−1

esulted in a decreased SBR (>15%) and RSD (>0.5%).

.3. Effect of pH

The pH of tris(2,2′-bipyridyl)ruthenium(III) was investigated
ver the range of 1–4. Reagent pH greater than pH 4 was not stud-
ed since at that pH and above tris(2,2′-bipyridyl)ruthenium(III) is
educed instantly upon filtration from lead dioxide back to the inac-
ive tris(2,2′-bipyridyl)ruthenium(II). It was found that pH 1 was
ptimal, giving more reproducible results than pH 2 and above. Due
o the acidic nature of the chemiluminescence reagent, and its reac-
ivity with protonated aliphatic amines, an investigation of analyte
H over the range of 1–13 was carried out with freshly prepared
uffer solutions: 0.2 M potassium chloride and 0.2 M hydrochloric
cid (HCl) (pH 1–2), 0.1 M potassium hydrogen phthalate and 0.1 M
Cl (pH 2–5), 0.1 M potassium dihydrogen phosphate and 0.1 M
odium hydroxide (NaOH) (pH 6–8), 0.25 M sodium borate (borax)
nd 0.1 M HCl/0.1 M NaOH (pH 8–10), 0.1 M sodium carbonate/0.1 M
odium phosphate and 0.1 M NaOH (pH 11–12), and potassium chlo-
ide and 0.2 M NaOH (pH 13). When the sample pH was below 7 no
hemiluminescence was generated by the target analyte. Above pH
Limit of quantification calculated using 10 × SD of the blank (n = 36) [33].
c Practical method detection limit calculated using 0.01 �g L−1 atrazine (n = 8), the

standard deviation was calculated and multiplied by the one-sided t distribution
[33].

7, the SBR for the reaction significantly increased, reaching maxi-
mum chemiluminescence at pH 9 (borax buffer) before tailing off
at pH 13, due to an increase in the blank signal.

The effect of the borax buffer strength was investigated at 25,
50 and 100 mM. On increasing the concentration of borax from
25 to 50 mM the chemiluminescence intensity increased 5.6%, but
there was no significant effect on chemiluminescence at the higher
borax concentration. All subsequent analyses were conducted at pH
9 buffered with 50 mM borax.

3.4. Effect of tris(2,2′-bipyridyl)ruthenium(III) concentration

The effect of tris(2,2′-bipyridyl)ruthenium(III) concentration
was investigated over the range of 1–5 mM. The highest SBR
recorded for the reaction with atrazine (50 �g L−1 in 50 mM borax
buffer pH 9) was when the reagent was 2 mM (SBR 23.6); there
was a 50% reduction in SBR when the reagent was 3 mM (SBR 11.4).
The optimal concentration was determined to be 1 mM (SBR 22.8).
Although the SBR was reduced by 4% from the maximum, the over-
all cost efficiency is greater since only half the amount of reagent
is consumed. All subsequent analyses were performed using 1 mM
tris(2,2′-bipyridyl)ruthenium(III).

3.5. Determination of the limit of detection

Atrazine solutions over the concentration range 2.15 �g L−1 to
10.5 mg L−1 were prepared in 50 mM borax pH 9 and analysed using
the optimised conditions. The analytical and statistical parame-
ters obtained for the determination of atrazine by flow injection
chemiluminescence are summarised in Table 1.
50.0 51.8 ± 0.3 104
100.0 102.6 ± 0.3 103

HPLC direct injection 30.0 29 ± 4 97
50.0 48 ± 2 96

100.0 99 ± 3 99
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Table 3
Summary of characteristics of natural water samples analysed by flow injection chemiluminescence analysis for atrazine using tris(2,2′-bipyridyl)ruthenium(III). DOC
(dissolved organic carbon).

Sample identification tag Water source DOC (mg L−1) Location in Victoria Activity

1 Ground water 3.1 South East Cattle farm
2 Creek (seasonal) 4.5 South East Livestock
3
4
5
6
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3.8. Removal of NOM

The interference caused by NOM in natural samples in the deter-
mination of atrazine was overcome through solid phase extraction

Table 4
Influence of interfering species on the analysis of atrazine by flow injection chemi-
luminescence, and the subsequent increase/decrease in SBR (number of replicates,
n = 4).

Species FIAA (mg L−1) ADWGb (mg L−1) �SBR

Ni2+ 100a – <1%
Ca2+ 100a 200 <1%
Zn2+ 80 3 <1%
Mg2+ 60 0.1 <1%
Cu2+ 80 1 <1%
River (metropolitan)
Catchment
Decommissioned catchment
Catchment

he FI-chemiluminescence method giving slightly higher recoveries
han the HPLC method.

.6. Method validation

Natural water samples contain natural organic matter (NOM)
riginating from decaying plant and animal litter. It is a very com-
lex mixture of compounds containing a wide variety of functional
roups, including amines and hydroxyl groups. Since amine groups
re known to cause a chemiluminescent response with tris(2,2′-
ipyridyl)ruthenium(III), it was anticipated that NOM would cause

nterference with the detection of atrazine. To test the effect of the
resence of NOM on the detection of atrazine, six water samples col-

ected throughout Victoria, Australia, in 2006 (Table 3) were spiked
ith 10 �g L−1 atrazine and adjusted to pH 9 (50 mM borax) prior

o testing.
The signal from the chemiluminescence emitted in natural

ater samples was significantly greater than for the control sam-
le (10 �g L−1 atrazine in MilliQ water pH 9, SBR 8.20), masking
he signal generated from reaction of atrazine with 1 mM tris(2,2′-
ipyridyl)ruthenium (III) (Fig. 2). It was originally thought that by
piking the natural water sample with a large dose of atrazine that
ither the emitted signal would be larger than the natural water
lank, or a significant change in the peak profile might occur as a
esult of a difference in the kinetics of the production of chemilumi-
escence. However, close inspection showed no changes in the peak
haracteristics and the interfering signal completely dominated the
ignal from atrazine.

To confirm the identity of the interference, a 1 L aliquot of
ach of the natural water samples was filtered first through a
icrofiltration membrane (0.22 �m) and then through an ultra-

ltration membrane (100 kDa). Microfiltration did not remove the
nterference but ultrafiltration did. This showed that the inter-
ering molecules or colloidal particles were less than 0.22 �m

ut greater than 100 kDa. Attenuated Total Reflectance Fourier
ransform Infrared (ATR-FTIR) spectra of the fouled ultrafiltration
embrane showed the presence of amine and hydroxyl functional

roups. The spectra provided strong evidence that the cause of the

ig. 2. Chemiluminescence response from six natural samples spiked with 10 �g L−1

trazine and buffered with 50 mM borax to pH 9. The figure also shows the dissolved
rganic carbon content (DOC). The signal generated for all six natural waters far
xceeds the signal generated from a 10 �g L−1standard solution.
6.5 Central Metropolitan
10.7 South West Agriculture
11.1 East None
11.7 South West Agriculture

interference was due to NOM with distinctive peaks present at
1500–1650 cm−1 (amine bend); 1200–1500 cm−1 (hydroxyl bend)
and 950–1300 cm−1 (amine stretch).

3.7. Influence of interfering species

The influence of the concentration of a selection of cations,
anions, natural organic matter fractions (based on the con-
centrations likely to be found in natural waters) and selected
amine-containing molecules on the analysis of atrazine was ascer-
tained (Table 4).

There was no significant interference from the metal cations or
anions with the exception of Fe3+ and Fe2+ (2 mg L−1 and 40 mg L−1

respectively, which are above Australian Drinking Water Guide-
lines (ADWG, 2004)) for the flow injection system described. The
NOM fractions (above 5 mg L−1 for humic acid and humate and at
2 mg L−1 for fulvic acid) and the amino acids tryptophan and tyro-
sine above 5 mg L−1 produced a positive response, while sample
pH above 9 or an ammonia concentration greater than 0.2 mg L−1,
increased the blank signal significantly.
Cl− 100a 250 <1%
K+ 100a – <1%
CO3

2− 100a 200 <1%
HCO3

− 100a 200 <1%
Na2+ 80 180 <1%
Al3+ 100a 0.2 <1%
Fe2+ 40 0.3 10%
Fe3+ 2 0.3 12%
Fulvic acidc 2 – 15%
Humic acidd 5 – 13%
Humatec 5 – 12%
Tryptophan 25 – 8%
Tyrosine 5 – 11%
Nitrate 100 50 <1%
Nitrite 100 3 <1%
Ammonia 0.2 0.5 25%
pHe 7–10 6.5–8.5 Exponential

A Minimum concentration that caused an increase/decrease in chemilumines-
cence response (SBR).

a Maximum concentration tested.
b Australian Drinking Water Guidelines (2004) minimum recommended guideline

value for physical and chemical characteristics.
c Brown coal origin, North East Victoria.
d Technical grade standard.
e pH adjustments made with the addition of 2 M HCl and 2 M NaOH.



346 D.J. Beale et al. / Talanta 78 (2009) 342–347

Table 5
Validation of the proposed flow injection method using direct injection HPLC for comparison. Samples analysed were atrazine spiked MilliQ and natural water samples (n = 3).

Sample Atrazine 0.5 �g L−1 (n = 3) Atrazine 10 �g L−1 (n = 3)

FIA HPLC FIA HPLC
Recovery % (RSD%) Recovery % (RSD%) Recovery % (RSD%) Recovery % (RSD%)

MilliQ 97.5 (0.3) 99.1 (0.5) 99.3 (0.3) 98.6 (0.2)
1 91.6 (3.8) 99.1 (0.6) 83.9 (3.6) 101.5 (0.5)
2 94.9 (0.7) 94.3 (1.4) 88.9 (3.5) 95.5 (0.5)
3 86.6 (1.1) 88.9 (1.5) 85.7 (0.5) 89.7 (4.3)
4 89.5 (5.2) 87.6 (2.8) 92.9 (1.0) 96.5 (0.7)
5 87.8 (6.1) 90.0 (2.1) 96.4 (0.5) 96.7 (1.4)
6 114.9 (6.2) 94.8 (2.4) 106.8 (6.0) 93.5 (1.2)
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tatistical comparison—method validation
-test (6) 0.39
two tailed 0.71

SPE). It is well documented that C18 SPE can be used to cap-
ure atrazine from natural waters with recoveries as high as 95%,
epending on the nature and retention of the natural organic mat-
er [34]. The six natural water samples and a MilliQ water sample
1 L, n = 9) were filtered (0.45 �m nylon filter, Millipore), spiked with
.5 �g L−1 (n = 3) or 10 �g L−1 (n = 3) atrazine and passed through an
PE cartridge. A paired t-test was performed to determine if there
as a significant difference between the HPLC and FIA methods in

he analysis of the above samples. The results reported in Table 5
how that there was no significant difference at the 95% confidence
evel.

The addition of the SPE step removed the interference from
OM (since it was not retained on the cartridge), and concentrated

he sample, greatly enhancing sensitivity. The detection limit was
educed to 14 ng L−1 and the recoveries were very similar to those
or HPLC.

HPLC analysis of the natural water sample extracts revealed
hat the apparent large recovery observed for the flow injec-
ion method for natural water 6 was due to the presence of an
nknown compound which caused a chemiluminescent reaction
ith tris(2,2′-bipyridyl)ruthenium(III). On identifying chemicals
sed within the sample location, it was found that the sample was
ontaminated with hexazinone, a triazinone herbicide.
.9. Atrazine degradation products and other pesticides

Atrazine is degraded both biologically and photochemically
n aqueous environments, with the rate of degradation being

ig. 3. Chemiluminescent response for a range of triazine pesticides (simazine and
exazinone) and atrazine metabolites (hydroxyatrazine, deethylatrazine and deiso-
ropylatrazine) at a concentration of 20 �g L−1 in MilliQ water with 50 mM borax
pH 9) with 1 mM tris(2,2′-bipyridyl)ruthenium(III) reagent.
−0.74
0.48

dependent upon numerous variables [5]. In the described flow
injection method, it was expected that the degradation products
of atrazine would give a chemiluminescent signal similar to the
response by hexazinone observed in sample 6 since the metabo-
lites of atrazine also contain secondary and primary aliphatic
amines.

A chemiluminescent response was generated when atrazine
metabolites and other triazine pesticides were used in the
described system, and although the chemiluminescent intensities
were slightly weaker (Fig. 3), the ability of the system to detect
triazines and their metabolites was demonstrated. The SBRs shown
(ranging from 11 to 14) for triazine pesticides (simazine and hexazi-
none) and atrazine metabolites (hydroxyatrazine, deethylatrazine
and deisopropylatrazine) were produced using a concentration of
20 �g L−1 in MilliQ water with 50 mM borax (pH 9).

4. Conclusions

Atrazine was detected by flow injection chemiluminescence
using tris(2,2′-bipyridyl)ruthenium(III) chemiluminescence with
a limit of detection of 1.3 ± 0.1 �g L−1 in MilliQ water without
pre-concentration. Validation of the method was performed by
direct injection HPLC, with a good correspondence between the
methods.

However, in natural waters the presence of NOM causes a
significant positive chemiluminescent response which masks the
response from the atrazine. The functional groups responsible for
the interference were identified by ATR-IR as amines and hydroxyl
groups present in the natural water. The interference from NOM was
removed by SPE (10.0 mL concentrated sample from a 1 L extraction
using sample SPE C18 extraction) as the NOM is not retained on the
SPE cartridge. This also significantly improved the detection limit
for atrazine in natural water samples to 14 ± 2 ng L−1 with no sig-
nificant difference at the 95% confidence level between the results
obtained between the FI-chemiluminescence and HPLC methods.
When cations and anions were present at levels common in nat-
ural waters, only Fe3+ and Fe2+ (which were at above the ADWG
levels) caused interference.

It was shown that similar compounds, such as the atrazine
metabolites and other triazine pesticides, produced a chemi-
luminescent signal with tris(2,2′-bipyridyl)ruthenium(III). As a
consequence, the described system will be very useful as a quick,
very sensitive screening method for atrazine and related triazines
in natural waters.
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a b s t r a c t

Recent advances in inductively coupled plasma mass spectrometry (ICP-MS) have included the addition of
interference reduction technologies, such as collision and reaction cells, to improve its detection capability
for certain elements that suffer from polyatomic interferences. The principle behind reaction cell (RC)-ICP-
MS is to remove a particular polyatomic interference by dissociation or formation of a different polyatomic
species that no longer interferes with the analyte of interest. However, some interferences cannot be
removed by commonly reported reaction gases, such as hydrogen, oxygen, or methane, necessitating using
more reactive and hazardous gases, such as ammonia. The current study investigates oxygen as a reaction
gas in RC-ICP-MS to specifically react with vanadium analyte ions, rather than the interferents, to produce a
polyatomic analyte species and thereby provide a way to analyze for vanadium in complex environmental
matrices. The technique has been tested on a series of river water, tap water, and synthetic laboratory
ICP-MS samples, and shown to be successful in vanadium analyses in high chloride and sulfate matrices. The
zinc isobaric interference on the new vanadium oxide analyte at m/z 67 is also investigated, and can be
corrected by using a standard mathematical correction equation. The results of this study further increase
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the utility of RC-ICP-MS a

. Introduction

In recent years, inductively coupled plasma mass spectrom-
try (ICP-MS) has become the premier method for elemental
nalysis due to its �g L−1 to sub-�g L−1 sensitivity and simulta-
eous detection capabilities, compared to other techniques, such
s graphite furnace atomic absorption spectroscopy (GF-AAS).
owever, ICP-MS does have limitations, which limits its ulti-
ate applicability to all types of samples matrices. Much of this

imitation is due to polyatomic interferences caused by concomi-
ant matrix components and the argon plasma gas [1,2]. Some
tmospheric-based polyatomic interferences make determination
f certain elements almost impossible by ICP-MS, such as 16O2
n 32S, while severely hindering detection of others. Chloride-
ased interferences, for example, are a common problem for many
nvironmentally relevant analytes, including arsenic, selenium,
hromium, and vanadium [3–6]. The various polyatomic species
hat chloride forms in the plasma with oxygen and argon force the

se of alternative isotopes, mathematical correction equations, high
esolution instruments, or GF-AAS to measure these analytes at low
evels in many environmental samples [6,7].

∗ Tel.: +1 601 634 3652.
E-mail address: Anthony.J.Bednar@erdc.usace.army.mil.

039-9140/$ – see front matter. Published by Elsevier B.V.
oi:10.1016/j.talanta.2008.11.036
ical techniques for complex environmental matrices.
Published by Elsevier B.V.

New interference reduction technologies in ICP-MS, specifically
reaction or collision cells, have opened new possibilities for ana-
lyte determination by ICP-MS. Inclusion of a reaction or collision cell
prior to the quadrupole mass analyzer has been shown to effectively
reduce or remove these matrix-caused polyatomic interferences,
greatly increasing the utility of ICP-MS [4,7–9]. However, alterna-
tive isotopes are not always available, as in the case of monoisotopic
arsenic. Furthermore, for elements such as chromium and selenium,
multiple isotopes are already employed, because all available iso-
topes have some type of potential interference [4,8,9]. Vanadium,
similar to arsenic, is essentially monoisotopic for the purposes of
ICP-MS analysis because of the low abundance of the 50V isotope.
The primary isotope, 51V, is 99.75% abundant, but its determi-
nation is hindered in many matrices by 35Cl16O and 34S16O1H
polyatomic species [1,5]. The minor isotope, 50V (0.25%), has direct
interferences from isotopes of titanium and chromium and various
polyatomic species, which limit its utility. One accepted RC-ICP-MS
method for vanadium determination uses ammonia as the reac-
tion gas to remove the chloride-based interference [5,10]. However,
the use of less troublesome and toxic alternative gases would be
advantageous if they are equally effective.
The RC-ICP-MS method reported in the current work uses oxy-
gen as a reaction gas, not to remove the 35Cl16O and 34S16O1H
interferences on 51V, but rather to specifically form the 67(VO)
polyatomic species [51V16O] to move it away from the polyatomic
interferences, in a similar manner to arsenic determination by
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1(AsO) [10,11]. The 67(VO) species is then used to quantitatively
etermine vanadium in complex environmental samples contain-

ng high levels of chloride and sulfate. The isobaric interference on
7(VO) from 67Zn is corrected by monitoring 68Zn and applying a
athematical correction equation.
The method has been tested on laboratory spike samples, tap

ater, and river water collected during dredging activities. The
redged river water samples were of interest due to an oil barge
inking accident south of New Orleans, Louisiana during the sum-
er of 2008. Vanadium can be a constituent in certain oil products,

nd therefore may indicate oil contamination [12,13]. These matri-
es were used to test the reliability, robustness, and versatility of the
ethod, and elucidate the benefits of this application of RC-ICP-MS

n real-world samples.

. Experimental

.1. Reagents

All chemicals used were of analytical grade or higher purity and
sed without further purification. The deionized water used had
resistivity of 18.3 M� cm. Single element (vanadium and zinc)

nd mixed analyte standards for vanadium, zinc, and chromium
etermination by standard and RC mode ICP-MS and matrix spiking
ere purchased from SPEX CertiPrep (Metuchen, NJ) and PlasmaCal

Champlain, NY). An external quality control standard (P136-500)
as purchased from Environmental Resource Associates (ERA,
olden, CO). Standards were diluted to appropriate concentrations
sing 1% nitric acid.

.2. Sample collection and preparation

All samples were processed through a 0.45 �m pore-size syringe
lter to obtain classically defined ‘dissolved’ constituents and to
revent clogging of the ICP-MS nebulizer. The samples were diluted
:10 with 1% nitric acid prior to analysis; triplicate samples were
iluted and analyzed for all experiments. River water was obtained
rom the Mississippi River near Head of Passes, south of Venice,
ouisiana, during maintenance dredging operations, and stored in
L glass bottles at 4 ◦C until use. The municipal tap water sample
as collected from our laboratory located in Vicksburg, MS, and
sed immediately after collection.

.3. Instrumentation

All analyses were performed using a PerkinElmer (Wellesley,
A) Elan® DRC® II ICP-MS equipped with a Burgener Research

Mississauga, Ontario, Canada) MiraMist nebulizer (following mod-

fications of EPA Method 6020) [14]. Details of the ICP-MS
nstrumental conditions are listed in Table 1. Ultrapure oxygen
Nordan Smith, Vicksburg, MS) was used in the dynamic reac-
ion cell at 0.8 mL min−1 to create the VO polyatomic species used
or vanadium quantitation. Method detection and reporting limits

able 1
perating conditions and parameters for the RC-ICP-MS system.

C-ICP-MS
erkinElmer Sciex Elan® DRC® II
iraMist nebulizer argon flow rate 0.85 L min−1

lasma RF power 1.250 W
ample flush, read delay, and rinse time 18, 20, 40 s
rimary and secondary internal standards 103Rh, 159Tb, and 175(TbO)
nstrument dwell time (per isotope) 50 ms
nalytes monitored in standard mode 51V, 66Zn, 68Zn, 52Cr, 53Cr
nalytes monitored in reaction cell mode 67(VO) and 68Zn
eaction cell gas and flow rate Ultrapure oxygen, 0.8 mL min−1

pq reaction cell parameter 0.65
(2009) 453–457

were determined from 8 replicate analyses of a 0.1 �g L−1 standard
solution in standard and DRC mode. The method detection limit
(0.02 �g L−1) was then calculated as three times the standard devia-
tion of these replicate analyses, with the reporting limit (0.2 �g L−1)
calculated as 10 times the detection limit.

2.4. Calibration

All analytes were quantified using linear calibration functions
established from the analysis of a blank and a series of three stan-
dard solutions (0, 1, 10, and 100 �g L−1) with typical correlation
coefficients (R2) greater than 0.9999 for all analytes. The linear
dynamic range extends to at least 1000 �g L−1 when using the dual-
detector mode in standard ICP-MS. However, in DRC mode, some
analyte signal suppression is observed, and therefore 1000 �g L−1

is still within the pulse counting mode range.
Instrument calibration was checked periodically with standards

containing the analytes of interest at 50 �g L−1 and always pro-
duced results within ±10% of the nominal value; blank samples
analyzed immediately after the calibration verification standards
were always less than the detection limit. Rhodium and terbium
were added on-line using a mixing-T prior to the nebulizer as inter-
nal standards to correct for instrumental drift. Rhodium (m/z 103)
was used for all corrections, yet 159Tb and 175(TbO) were also mon-
itored for secondary confirmation.

3. Results and discussion

3.1. Analysis by standard mode ICP-MS

Quality control and independent source calibration check stan-
dards were analyzed with each analytical batch prior to any test
matrix samples to verify instrument accuracy. An independent
source check standard containing vanadium, zinc, and chromium
at 40 �g L−1 each, yielded concentrations of 40.2, 36.7, 40.3, and
39.3 �g L−1 for 51V, 66Zn, 52Cr, and 53Cr, respectively. The exter-
nal quality control sample (ERA Standard P136-500 diluted 1:2000
into the ICP-MS calibration range) containing 36, 78, and 26 �g L−1

of vanadium, zinc, and chromium, respectively, yielded concentra-
tions of 36.0, 79.9, 25.6, and 25.1 �g L−1, respectively, for 51V, 66Zn,
52Cr, and 53Cr, respectively. Finally, to verify the low level accu-
racy of the instrument, a 0.5 �g L−1 standard was analyzed, and
yielded concentrations of 0.48, 0.53, 0.50, and 0.29 �g L−1 for 51V,
66Zn, 52Cr, and 53Cr, respectively. The minor 53Cr isotope (9.5% abun-
dant) yields slightly low values at the 0.5 �g L−1 level, yet all other
analytes show acceptable recovery at this level.

The deionized water sample, tap water, and five river water sam-
ples were analyzed in triplicate for vanadium, zinc, and chromium
by standard mode ICP-MS, with the results listed in Table 2.
Chromium data are included as a representative example of the
potential error chloride-based interferences can produce in such
matrices. The 53Cr results in the five river water samples are
significantly higher than the 52Cr values, primarily due to the
37Cl16O polyatomic interference [1,4]. Furthermore, the discrepancy
between the two chromium isotope results increases as the chloride
concentrations in the samples increase. Therefore, the vanadium
values listed in Table 2 determined using 51V are likely erroneously
high due to chloride and sulfur-based polyatomic interferences
[1,5].

The results of a matrix spike experiment are given in Table 3. For

this study, the test matrices were spiked with 10 �g L−1 vanadium,
500 �g L−1 zinc, and 10 �g L−1 vanadium + 500 �g L−1 zinc. The
vanadium-only spike experiment yielded recoveries above 120% for
river water samples 09 and 13, and over 115% for samples 07 and 24,
whereas recoveries in the DI water, tap water, and river water 20
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Table 2
Average concentrations and standard deviations of triplicate analyses of metal analytes (�g L−1) determined by standard mode ICP-MS. Concentrations of chloride and sulfate
matrix constituents (mg L−1) determined by ion chromatography. The discrepancy between the two chromium isotopes suggests the vanadium results are also affected by
chloride-based interferences. Less than values are below the reporting limit.

Analyte measured Chloride (mg L−1) Sulfate (mg L−1) 51Va (�g L−1) 66Zn (�g L−1) 52Cr (�g L−1) 53Crb (�g L−1)
Sample matrix

DI water <0.02 <0.02 <0.2 <0.2 <0.2 <0.2
Tap water 7.0 3.1 <2.0 5.5 ± 1.91 <2.0 <2.0
River water 07 16,000 1100 124 ± 6.05 13.7 ± 1.45 4.4 ± 0.35 417 ± 17.9
River water 09 15,700 1000 129 ± 1.21 13.5 ± 1.27 5.8 ± 0.84 432 ± 4.16
River water 13 11,600 1000 97.3 ± 1.80 12.0 ± 0.55 4.5 ± 0.06 330 ± 1.00
River water 20 840 270 8.2 ± 1.59 9.5 ± 9.41 <2.0 25.4 ± 5.00
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iver water 24 7700 670

a Potential interferences include 35Cl16O and 34S16O1H.
b Potential interferences include 37Cl16O.

amples were within ±10% of the nominal spike value. Additionally,
he presence of 500 �g L−1 zinc did not adversely affect the recovery
f 10 �g L−1 vanadium, due to the element specific nature of ICP-MS.
anadium recoveries in the vanadium + zinc spiked experiments
ere all within ±10% of the nominal value, as were the zinc recov-

ries in the zinc-only spiked experiment. The spike recovery results
hown in Table 3 would not normally suggest a matrix interference
n vanadium, however, in light of the chromium discrepancies in
able 2, it is likely an interference is present, and therefore requires
C-ICP-MS analysis to confirm the vanadium concentrations.

.2. Analysis by RC-ICP-MS with multi-element standard

All test matrix samples previously analyzed by standard mode
CP-MS were reanalyzed for vanadium by RC-ICP-MS using oxygen
s a reaction gas. For the reanalysis by RC-ICP-MS, the instrument
as calibrated using the same multi-element standard, containing
, Zn, Cr, and other common heavy metals (Spex CertiPrep Instru-
ent Calibration Standard 2), used in the standard mode ICP-MS

nalysis described above. The analyte 67(VO) was used for detec-
ion, however, the method quantified vanadium using this species
ith and without a correction equation for 67Zn [CPS 67(VO) = CPS

t m/z 67 − 0.2181 × CPS at m/z 68]. Quantitation of vanadium by
easuring m/z 83 (51V16O2) was also investigated to eliminate the

7Zn isotope interference problem, however, insufficient amounts
f 83(VO2) are produced under the instrumental conditions tested
o provide acceptable method performance and therefore was not
nvestigated further.

The same suite of calibration check and quality control standards
ere analyzed by RC-ICP-MS as with the standard mode ICP-MS
ethod. The 0.5 �g L−1 vanadium standard yielded 0.56 �g L−1
or both the zinc-corrected and uncorrected 67(VO) analytes.
he 40 �g L−1 independent source check standard yielded 40.2
nd 40.0 �g L−1 for the zinc-corrected and uncorrected analytes,
hereas, the external quality control sample containing 36 �g L−1

anadium yielded concentrations of 36.2 and 38.1 �g L−1 for the
inc-corrected and uncorrected analytes, respectively.

able 3
verage analyte recoveries and standard deviations for triplicate matrix spike experimen

nalyte measured 10 �g L−1 V spike recovery (%) 500 �g L−1 Zn spik

ample matrix 51V (%) 66Zn (%)

I water 97.1 ± 3.0 102 ± 0.3
ap water 96.7 ± 1.8 102 ± 1.7
iver water 07 119 ± 3.7 93.4 ± 0.6
iver water 09 124 ± 3.0 95.1 ± 1.4
iver water 13 123 ± 5.5 97.9 ± 4.0
iver water 20 101 ± 2.8 105 ± 4.5
iver water 24 117 ± 2.9 96.4 ± 2.9

amples were spiked with 10 �g L−1 V or 500 �g L−1 Zn or both. Less than values are belo
.7 ± 0.81 18.2 ± 1.16 3.4 ± 0.40 205 ± 4.58

The vanadium concentrations and spike recovery values for the
test matrices are shown in Table 4. The first two columns in Table 4
list the measured vanadium concentrations in the test matrices
using the 67(VO) species with and without the 67Zn correction equa-
tion. The comparison to the vanadium values using 51V from Table 2
now clearly demonstrates the erroneously high vanadium concen-
trations determined by standard mode ICP-MS due to polyatomic
interferences. The highest vanadium concentration observed by RC-
ICP-MS was 3.6 �g L−1 in river water 24, compared to 61 �g L−1 by
standard mode ICP-MS. Other samples with higher chloride con-
centrations show even larger discrepancies (e.g. river waters 07,
09, and 13). River water 20 had the lowest chloride concentration
(840 mg L−1), and the smallest discrepancy between standard and
reaction cell mode ICP-MS results. Furthermore, these low �g L−1

vanadium concentrations are in line with values reported by others
[12]. The tap water matrix vanadium concentrations by standard
and RC modes were in agreement at less than 2 �g L−1, suggesting
that negligible interferences were present in this sample at the 1:10
dilution used for analysis.

There is some difference between the zinc-corrected and -
uncorrected vanadium concentrations listed in Table 4, suggesting
that the small amount of zinc naturally present in the samples can
lead to slightly elevated vanadium concentrations determined by
uncorrected 67(VO). When larger amounts of zinc are present (e.g.
the 500 �g L−1 spike experiments), the effect is more pronounced,
and yields apparent vanadium concentrations of 279–368 �g L−1

in the matrices tested. However, if the zinc correction equation
is applied, erroneously high vanadium concentrations are not
observed, yet low �g L−1 levels of vanadium may be obscured in
high zinc matrices by the correction equation.

This underestimation of vanadium when using the correction
equation in high zinc matrices is likely due to using 68Zn as the
correction isotope, which itself is subject to several polyatomic

interferences (e.g. 34S2, 36Ar32S, 1H35Cl16O2, 40Ca14N2, etc.) [1].
Generally, 66Zn is the preferred isotope for analysis, and any iso-
topic correction that may be needed, however, due to the isobaric
interference of 50V16O on 66Zn, 68Zn was used for the current work.
The test conditions used represent a worst case scenario, in which

ts using standard mode ICP-MS.

e recovery (%) 10 �g L−1 V + 500 �g L−1 Zn spike recovery (%)

51V (%) 66Zn (%)

99.0 ± 4.7 99.5 ± 0.1
92.4 ± 2.7 98.4 ± 0.7
104 ± 2.3 90.2 ± 1.5
104 ± 2.3 91.0 ± 0.8
108 ± 1.8 92.2 ± 0.4

95.3 ± 2.7 99.6 ± 1.4
100 ± 0.7 89.7 ± 0.9

w the reporting limit.
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Table 4
Average vanadium concentrations and standard deviation in the test matrices determined by RC-ICP-MS using 67(VO) uncorrected and 67(VO)-C corrected for the 67Zn
interference. The instrument was calibrated using a multi-element standard that contained vanadium and zinc. The average matrix spike recoveries and standard deviations
for vanadium are also given for the samples spiked with vanadium, zinc, and vanadium + zinc.

V concentration (�g L−1)
by RC-ICP-MS

V spike recovery (%) in
10 �g L−1 V spiked sample

Apparent V concentration (�g L−1)
in 500 �g L−1 Zn spiked sample

V spike recovery (%) in 10 �g L−1

V + 500 �g L−1 Zn spiked sample
67(VO) 67(VO)-C 67(VO) 67(VO)-C 67(VO) 67(VO)-C 67(VO) 67(VO)-C

DI water <0.2 <0.2 90.4 ± 2.0 105 ± 2.2 360 ± 4.0 −0.32 ± 0.16 448 ± 5.2 103 ± 3.9
Tap water 1.5a 1.1a 87.3 ± 2.7 101 ± 3.2 368 ± 17 −2.1 ± 1.39 438 ± 2.8 99.8 ± 2.3
River water 07 3.3 ±0.18 2.3 ±0.14 98.9 ± 2.3 115 ± 2.6 279 ± 3.6 <2.0 367 ± 2.5 109 ± 1.2
River water 09 3.4 ± 0.05 2.7 ± 0.09 99.6 ± 3.2 116 ± 3.6 281 ± 4.6 <2.0 365 ± 4.8 109 ± 2.6
River water 13 3.1 ± 0.11 2.0 ± 0.14 101 ± 5.6 117 ± 6.3 297 ± 13 −2.8 ± 1.31 381 ± 3.2 111 ± 2.9
River water 20 1.9a 1.1a 93.2 ± 6.0 108 ± 6.6 366 ± 17 −2.8 ± 1.79 433 ± 4.5 100 ± 1.5
River water 24 3.6 ± 0.06 1.8a 100 ± 4.0 116 ± 4.6 311 ± 10 −2.7 ± 0.55 383 ± 1.6 105 ± 0.6

a Estimated value, below detection limit of 2.0 �g L−1 with dilution factor.

Table 5
Average vanadium concentrations and standard deviation in the test matrices determined by RC-ICP-MS using 67(VO) uncorrected and 67(VO)-C corrected for the 67Zn
interference. The instrument was calibrated using a single element vanadium standard rather than a multi-element standard (Table 4). The average matrix spike recoveries
and standard deviations for vanadium are also given for the samples spiked with vanadium, zinc, and vanadium + zinc.

V concentration (�g L−1)
by RC-ICP-MS

V spike recovery (%) in
10 �g L−1 V spiked sample

Apparent V concentration (�g L−1)
in 500 �g L−1 Zn spiked sample

V spike recovery (%) in 10 �g L−1

V + 500 �g L−1 Zn spiked sample
67(VO) 67(VO)-C 67(VO) 67(VO)-C 67(VO) 67(VO)-C 67(VO) 67(VO)-C

DI water <0.2 <0.2 102 ± 2.4 102 ± 2.4 405 ± 1.0 −0.3 ± 0.12 504 ± 5.0 100 ± 4.0
Tap water 1.8a 1.1a 100 ± 2.4 100 ± 3.4 418 ± 17 <2.0 492 ± 8.0 93.8 ± 3.3
River water 07 3.7 ±0.13 2.2 ±0.11 106 ± 2.9 106 ± 2.8 310 ± 5.3 <2.0 367 ± 4.9 103 ± 1.8
River water 09 3.8 ± 0.15 2.7 ± 0.05 107 ± 3.8 107 ± 3.8 307 ± 4.9 <2.0 404 ± 0.9 102 ± 0.9
R 3
R 4
R 3

t
c
v
o
t
1
b
(

3

s
d
a
n
s
u
d
z
q
c
u
m
i
s

t
a
g
v
(

b
a
v

iver water 13 3.5 ± 0.10 2.0 ± 0.07 110 ± 4.7 110 ± 4.6
iver water 20 2.5 ± 0.75 1.4a 105 ± 7.6 105 ± 7.1
iver water 24 4.2 ± 0.02 1.9a 109 ± 4.8 109 ± 4.9

a Estimated value, below detection limit of 2.0 �g L−1 with dilution factor.

he zinc interferent is present at two orders of magnitude higher
oncentration than the native vanadium concentration (500 �g L−1

s. ∼3 �g L−1). The spike recovery data for 10 �g L−1 vanadium, with
r without the zinc correction, shows acceptable performance of
he methods. Furthermore, the data in Table 4 demonstrate that a
0 �g L−1 vanadium spike in the presence of 500 �g L−1 zinc can
e successfully recovered using the zinc corrected 67(VO) species
±10% of nominal spike amount).

.3. Analysis by RC-ICP-MS with single element standard

The final analysis performed used a single element vanadium
tandard to calibrate the RC-ICP-MS, such that no zinc was present
uring initial instrument calibration. The same suite of check
nd quality control standards were again analyzed by RC-ICP-MS,
ow with the single analyte calibration. The 0.5 �g L−1 vanadium
tandard yielded 0.55 and 0.64 �g L−1 for the zinc-corrected and
ncorrected 67(VO) analytes, respectively. The 40 �g L−1 indepen-
ent source check standard yielded 39.4 and 45.5 �g L−1 for the
inc-corrected and uncorrected analytes, whereas, the external
uality control sample containing 36 �g L−1 vanadium yielded con-
entrations of 35.8 and 43.8 �g L−1 for the zinc-corrected and
ncorrected analytes, respectively. The results from these three
ulti-element check standards suggest that the zinc correction

s necessary to achieve acceptable method performance in clean
tandard matrices if zinc is present.

Vanadium concentrations listed in Table 5 show agreement with
he results in Table 4. The zinc-corrected vanadium concentrations
re again slightly lower than the uncorrected values, but both sin-
le and multi-element calibration RC-ICP-MS methods yield lower
anadium concentrations than the standard mode ICP-MS analysis

Table 2).

When the test matrices were spiked with 10 �g L−1 vanadium,
oth zinc-corrected and uncorrected 67(VO) analyses gave accept-
ble spike recoveries in all matrices tested (±10% of nominal
alues). However, when the samples were spiked with 500 �g L−1
30 ± 12 −2.8 ± 1.35 401 ± 2.7 105 ± 1.8
13 ± 13 −2.8 ± 0.71 420 ± 2.0 97.6 ± 1.6
49 ± 11 −2.6 ± 0.92 432 ± 3.5 104 ± 1.3

zinc, the uncorrected 67(VO) analyte yielded apparent vanadium
concentrations of 307–418 �g L−1. The zinc-corrected vanadium
concentrations in 500 �g L−1 zinc spiked experiment were below
the detection limit, again suggesting that for low �g L−1 vanadium
concentrations in high zinc matrices, the interferences on 68Zn can
result in overcorrection. For samples spiked with 10 �g L−1 vana-
dium and 500 �g L−1 zinc, only the zinc-corrected 67(VO) species
yielded acceptable vanadium recoveries (±7% of the nominal value).

4. Conclusions

A quantitative RC-ICP-MS method is described for the deter-
mination of vanadium in high chloride and sulfate natural water
matrices. The technique focuses on specifically creating a poly-
atomic species for vanadium quantitation that is removed from the
primary 35Cl16O and 34S16O1H interferences on 51V. The quantita-
tion of vanadium by 67(VO) can potentially be affected by zinc in the
sample matrix (67Zn = 4.1% abundance), however, this can be cor-
rected by monitoring 68Zn and applying an appropriate mathemati-
cal correction. The technique allows an alternative determination of
vanadium in complex natural matrices by RC-ICP-MS compared to
gases that react with the chloride or sulfur-based interferents. There
are some method limitations with determination of low �g L−1

vanadium concentrations in sample matrices that have zinc present
at orders of magnitude higher concentrations. The overcorrection is
primarily due to matrix interferences on 68Zn used for correction of
67Zn on 67(VO). All analytical methods contain inherent limitations,
however, the use of nonstandard isotopes, polyatomic species, and
instrumental conditions, provides a means to determine difficult
metal analytes in complex environmental matrices.
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a b s t r a c t

In this study a method for the determination of cadmium in fuel alcohol using solid-phase extraction with
a flow injection analysis system and detection by flame atomic absorption spectrometry was developed.
The sorbent material used was a vermicompost commonly used as a garden fertilizer. The chemical and
flow variables of the on-line preconcentration system were optimized by means of a full factorial design.
The selected factors were: sorbent mass, sample pH, buffer concentration and sample flow rate. The
optimum extraction conditions were obtained using sample pH in the range of 7.3–8.3 buffered with

−1 −1

eywords:
admium
uel alcohol
ermicompost
olid-phase extraction
n-line preconcentration
ull factorial design

tris(hydroxymethyl)aminomethane at 50 mmol L , a sample flow rate of 4.5 mL min and 160 mg of
sorbent mass. With the optimized conditions, the preconcentration factor, limit of detection and sample
throughput were estimated as 32 (for preconcentration of 10 mL sample), 1.7 �g L−1 and 20 samples per
hour, respectively. The analytical curve was linear from 5 up to at least 50 �g L−1, with a correlation
coefficient of 0.998 and a relative standard deviation of 2.4% (35 �g L−1, n = 7). The developed method
was successfully applied to spiked fuel alcohol, and accuracy was assessed through recovery tests, with

% to 1
recovery ranging from 94

. Introduction

The contamination of soil and water resources with environ-
entally harmful chemicals represents a problem of great concern

ot only in relation to the biota in the receiving environment, but
lso to humans. The continuing growth in industrialization and
rbanization has led to the natural environment being exposed
o ever increasing levels of toxic elements, such as heavy metals
1].

Sugar cane, as with other plants, can absorb enzymes and essen-
ial elements as part of their metabolism. However, non-essential
r toxic elements, such as cadmium, can also be sorbed by plants,
s they have similar characteristics as the essential elements [1].

In Brazil, with the aim of reducing expenditure on oil importa-
ion, the National Program of Alcohol (Programa Nacional do Álcool,
roálcool) was created on 14 November 1975, under Resolution No.

9.953, aiming to stimulate the production of ethanol using sugar
ane as the raw material.

Thus, the development of analytical methods for the determi-
ation of trace metals in fuel alcohol began to gain attention, and

∗ Corresponding author. Fax: +55 48 3721 6850.
E-mail address: carasek@qmc.ufsc.br (E. Carasek).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.11.012
00%.
© 2008 Elsevier B.V. All rights reserved.

remains important due to ethanol increasingly being used as a
replacement for fossil fuels [2–6].

The presence of metal ions in fuel alcohol is undesirable, as it
may induce the corrosion of some vehicle components and lead to
low fuel performance due to oxidative decomposition, as well as
generate environmental pollution [7].

Flame atomic absorption spectrometry is a commonly employed
technique for elemental determination in several kinds of samples,
offering the advantages of excellent precision, selectivity and low
cost. However, there are some problems inherent to its sensitiv-
ity, such as interference when dealing with complex samples. Thus,
in cases where the target analyte is present in a low concentra-
tion and/or in a complex sample, separation and preconcentration
methods are necessary for the analysis to be performed successfully
[7,8].

Of the existing preconcentration techniques, solid-phase extrac-
tion (SPE) is one of the most powerful tools, as it provides
matrix separation and high preconcentration of the analyte, reduc-
ing matrix effects and detection limits considerably. Solid-phase

extraction becomes even more attractive when coupled on-line
with the detection instrument and with the use of a high sorption
capacity sorbent, such as a vermicompost.

Vermicomposting involves the degradation, biological stabiliza-
tion and neutralization of organic matter through its ingestion
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Table 1
Operating parameters employed in Cd(II) determination by F AAS.

Parameters

Wavelength (nm) 228.8
Lamp current (mA) 4
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cetylene flow rate (L min−1) 1
ir flow rate (L min−1) 10
spiration flow rate (mL min−1) 5

y earthworms, Eisenia foetida being the species most often used.
he product of this process is called vermicompost [9]. The humic
ubstances present in the vermicompost are considered excellent
orbents for a great variety of metal ions [10], and their use as cation
xchangers is an interesting alternative to the use of commercial
orbents, mainly due to their high sorption capacity and facility of
btainment. Pereira et al. [11] characterized vermicompost samples
rom different regions of Brazil, and studied their cation exchange
ehavior in water samples, reporting satisfactory results. Vermi-
ompost has also proved to be an excellent alternative for removing
etal ions, such as cadmium, zinc, lead and copper, from aqueous

aboratory effluents [12].
Our research groups have been applying chemometric tools,

uch as factorial design and response surface methodologies, to
he optimization of factors influencing extraction conditions, both
or the development of methods employing gas chromatography
13–15] and for elemental determination [16–18]. The rapid and
ffective optimization and the capacity to evaluate the interac-
ion between variables in the system under study are important
dvantages of the multivariate methods compared to univariate
pproaches. Chemometric tools have been successfully applied for
he optimization of factors influencing the preconcentration of lead
nd iron by F AAS [19,20].

Thus, in this study, the suitability of vermicompost as a sor-
ent for the preconcentration of cadmium in a complex sample,
hat is, fuel alcohol, is demonstrated. A full factorial experimental
esign was used for optimization of the main variables affecting the
reconcentration. The vermicompost was obtained from the vermi-
omposting of material commonly used as a garden fertilizer and
he solid-phase preconcentration system was coupled on-line with
he flame atomic absorption spectrometer.

. Experimental

.1. Instrumentation

A Varian SpectrAA 50 (Victória, Australia) flame atomic absorp-
ion spectrometer, equipped with a Hitachi cadmium hollow
athode lamp (HLA-4S) and a deuterium lamp as a background
orrector, was used for the detection of cadmium. The operational
arameters of the spectrometer are shown in Table 1. An Ismatec-

PC (Zurich, Switzerland) peristaltic pump equipped with eight
hannels and Tygon® tubes was used to pump the working and
ample solutions in the elution and preconcentration steps. A 320
etler Toledo pH meter (Schwerzenbach, Switzerland) was used to

et the pH of the samples to the desired value.

.2. Reagents and solutions

All working solutions were prepared with ultra pure water
btained from a Milli-Q® (Bedford, MA, USA) water purification

ystem. All reagents were analytical grade. The working solution
mployed in this study consisted of a hydroalcoholic solution con-
aining 80% (v/v) of fuel alcohol and 20% (v/v) of water with an
ppropriate buffer. All laboratory glassware was washed with a neu-
ral detergent, then kept overnight in a 10% (v/v) nitric acid aqueous
78 (2009) 333–336

solution, followed by ultrasonification for 1 h, and finally rinsing
with deionized water.

Working solutions were prepared daily through dilution of a
2000 mg L−1 stock solution of cadmium.

The nitric acid solution used as the eluent was prepared through
dilution in water of concentrated nitric acid obtained from Merck
(Darmstadt, Germany).

The vermicompost sample was purchased in a supermarket
(Minas Gerais, Brazil) as gardening humus. The sample was dried
at 110 ◦C for 24 h, followed by sieving through a 32-mesh sieve.

2.3. On-line preconcentration system

The vermicompost was placed in a column which was coupled
to the FIA system. The analysis module is composed of a peristaltic
pump, four three-way solenoid valves and a Teflon® minicolumn
filled with a variable mass of the sorbent, coupled on-line with the
flame absorption spectrometer as described in a previous report
[16]. The minicolumn, with dimensions of 55 mm length and 3 mm
inner diameter, was filled with a small amount of glass wool at its
extremity to avoid loss of the sorbent material. The minicolumn was
used for approximately 150 sorption/desorption cycles without loss
of efficiency.

3. Results and discussion

3.1. Optimization

The optimization of the on-line preconcentration system was
performed with a multivariate approach, using a full factorial design
including four replicate center points, totalizing 20 experiments.
The factors selected were: sorbent mass, sample pH, buffer concen-
tration and sample flow rate. Eluent type, eluent concentration and
eluent flow rate were fixed as a nitric acid aqueous solution at 1.0
and 5 mL min−1, respectively. These were selected based on prelim-
inary studies, which took into account the absence of a carry-over
effect, the background signal and the shape of the transient signal
obtained.

In Table 2, the response for each experiment of the factorial
design is shown. The response was taken as integrated absorbance,
and the sample volume preconcentrated was 10 mL spiked at
50 �g Cd L−1.

From the results presented in Table 2, a Pareto chart was con-
structed (Fig. 1). An effect was considered significant when it was
above the standard error at the 95% confidence level (p > 0.05),
which is denoted by the vertical line on the graph.

According to the Pareto chart, only the effect of sample pH
(−9.17) was significant in the interval studied, with pH 7.3 leading
to better results than pH 9.3. The sample pH plays a very impor-
tant role in the adsorption process. To optimize the interaction
between the metal ion and the sorbent, the sorbent surface should
be highly negative (pH higher than the isoelectric point of the sor-
bent), and the metal ion at a pH where the most abundant specie
is Mn+, that is, a low pH. Since these conditions cannot be achieved
simultaneously, a compromise pH value must be found. The inter-
action between sample pH and buffer concentration (denoted as
2/3) indicates that a lower pH and higher buffer concentration
also lead to a high response (see Fig. 1). Hence, 50 mmol L−1 was
selected as the buffer concentration for the method. The sample
flow rate is not significant in the range studied and was fixed for
the method at the center point, 4.5 mL min−1. The sample flow rate

influences the time for which the metal ion and sorbent interact
and, thus, the adsorption time. If the adsorption kinetics is slow,
a low sample flow rate will be required. If the adsorption kinet-
ics is fast, a higher flow rate can be employed, improving sample
throughput. The sorbent mass used to prepare the minicolumn
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Table 2
Preconcentration conditions of Cd(II) and analytical response for the study of multivariate optimization using SPE with vermicompost column and detection by F AAS.

Run Sorbent mass Sample pH Buffer (mol L−1) Sample flow rate (mL min−1) Integrated absorbance

1 80 7.3 0.010 6 0.8478
2 80 7.3 0.010 3 0.8391
3 80 7.3 0.050 6 0.9017
4 80 7.3 0.050 3 0.8046
5 80 9.3 0.010 6 0.7741
6 80 9.3 0.010 3 0.7275
7 80 9.3 0.050 6 0.7315
8 80 9.3 0.050 3 0.7132
9 160 7.3 0.010 6 0.8692

10 160 7.3 0.010 3 0.8581
11 160 7.3 0.050 6 0.9063
12 160 7.3 0.050 3 0.9055
13 160 9.3 0.010 6 0.7890
14 160 9.3 0.010 3 0.7650
15 160 9.3 0.050 6 0.7423
16 160 9.3 0.050 3 0.7312

4.5 0.7813
4.5 0.8181
4.5 0.7555

2 4.5 0.8132
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17 120 8.3 0.030
18 120 8.3 0.030
19 120 8.3 0.030
0 120 8.3 0.030

as not significant, indicating that 80 mg is enough to retain com-
letely the analyte from a 10 mL sample. However, based on the
ositive signal of the effect of sorbent mass, 160 mg was used for
he method since no change was observed in the dynamic flow on
ncreasing the amount of vermicompost. The curvature parame-
er is not significant, indicating that the response is roughly linear
etween the minimum and maximum levels selected for each vari-
ble.

Thus, from the results of the first step of the optimization, a
nal optimization was performed considering the sample pH. In
rder to evaluate whether the type of buffer influences the sorption
rocess, two types of buffer were evaluated for each sample pH. The
esults are shown in Fig. 2, where it can be observed that there is no
ifference in the response when working in the pH range of 7.3–8.3
sing tris or phosphate buffers.

.2. Analytical features
With the optimized conditions, the method was evaluated
hrough the main analytical features shown in Table 3. The detec-
ion limit was calculated as three times the standard deviation of 10
ndependent measurements of a blank sample divided by the slope

ig. 1. Pareto chart obtained from the optimization study of the variables, with their
ignificance, for the preconcentration of Cd(II) using vermicompost as the sorbent
nd F AAS. The experimental conditions for the study of factorial optimization are
hown in Table 2.
Fig. 2. Final optimization involving two types of buffer for each sample pH. Buffer
concentration: 50 mmol L−1; sample flow rate: 4.5 mL min−1; sorbent mass: 160 mg;
eluent concentration: 1.0 mol L−1 nitric acid; eluent flow rate: 5 mL min−1.

of the calibration function. The detection limit obtained is compa-
rable to others cited in the literature using solid-phase extraction
as the sample preparation method and fuel alcohol as the sam-
ple. A satisfactory correlation was obtained (R = 0.998) between
the analytical signal predicted by the linear function and the ana-
lytical signal experimentally observed in the linear range studied
(5–50 �g L−1).

The repeatability of the proposed method was assessed by per-
forming seven consecutive extractions at a concentration level of
35 �g L−1, and expressing the result in terms of the relative standard
deviation. A value of 2.4% was obtained, demonstrating an excellent
repeatability.

3.3. Application of the method and recovery tests

The proposed method was applied to four fuel alcohol samples

obtained at four different gas stations. In all samples the analyte
concentration was below the limit of detection of the method. Thus,
in order to assess whether analyte recovery could change from sam-
ple to sample due to matrix effects, all the samples were spiked at
concentration levels from 0 up to 50 �g L−1, and analytical curves

Table 3
Analytical features for the determination of cadmium in fuel alcohol through the
proposed method.

Linear rangea (�g L−1) 5–50
Correlation coefficient (R) 0.998
R.S.D.% (35.0 �g L−1, n = 7) 2.4
Limit of detection (�g L−1) 1.7

a Linear range studied.
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Table 4
Relative recovery for the four samples submitted to the proposed method.

Recovery (%) R.S.D. (%)
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ample 1 100.0 0.5
ample 2 94.4 2.6
ample 3 96.7 5.3
ample 4 97.3 4.8

ere constructed in order to compare the slopes. The results are
hown in Table 4, where it can be seen that there is no differ-
nce in the recovery values for the four samples, indicating that
he analyte is quantitatively retained in all the samples evaluated.
n order to further verify the accuracy of the proposed method,
he results obtained for the vermicompost as a sorbent were com-
ared with a method previously published by our research group
7], which is based on the sorption of cadmium from fuel alcohol
n SiO2–Nb2O5. As expected, the difference between the results
btained using the two methods was not statistically significant at
he 95% confidence level, confirming the reliability of the proposed

ethod.

. Conclusions

Vermicompost used as a sorbent in an on-line preconcentration

ystem was shown to be stable and efficient in the preconcentra-
ion of cadmium from a complex sample, in this case fuel alcohol.
he method presented a satisfactory detection limit as well as good
ccuracy. Since vermicompost as a sorbent could be applied to
ther samples and metal ions, it represents an excellent alternative

[

78 (2009) 333–336

for cation exchange, due to its facility of operation and obtain-
ment.
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a b s t r a c t

An unlooked-for experimental observation that in near-infrared spectroscopy (NIR) the absorption peak
of the second overtone of aniline adsorbed by 13X molecular sieve nearly disappeared led us investigate
a fundamental question: the behavior of NIR when the outside space surrounding a molecule is too small
to allow the molecule to vibrate freely. Through NIR of various organic compounds adsorbed by different
porous inorganic materials like 13X molecular sieve, silica gel and active aluminium oxide, and NIR of
supramolecular cyanuric acid-melamine, we can reasonably confirm a theoretical inference that in the
eywords:
ear-infrared spectroscopy (NIR)
he first overtone
he second overtone
patial effect

micro-environment above, all intensities of NIR absorbance decrease, and the second overtone decreases
more than the first overtone does. Furthermore, one distinct feature of NIR, higher sensitivity to the size
of micro-environmental space as compared with mid-infrared (MIR), and its potential application to the
study of supramolecular structure are outlined by our experiments.

© 2008 Elsevier B.V. All rights reserved.

olecular sieve

upramolecular structure

. Introduction

Our research was initiated from an unlooked-for experimental
bservation that the absorption peak of the second overtone of ani-
ine’s C H stretching vibrations nearly disappeared when the gas
f aniline was adsorbed by 13X molecular sieve (a common kind
f zeolite). Naturally, it made us ask: whether the molecular sieve
ecreases the intensity of the second overtone, since we all know
hat NIR, in essence, results from the vibration of molecules, and
hat molecular sieve, unlike other porous inorganic materials such
s silica gel or active aluminium oxide, probably supplies tiny and
niform crystal cavities to restrain vibrations of aniline molecules
ithin the cavities.

How tiny does the space become in order to restrict the molec-
lar vibration? According to a highly simplified quantum model, in
hich the stretching vibration is depicted as a harmonic oscillator

f two atoms, the Schrödinger equation of the system is

− h2

8�2�

d2

dq2
+ 1

2
kq2

]
 = E , k = 4�2��2, � = m1m2

m1 +m2
ere, is the wave functions, k the force constant, q the amplitudes
f the harmonic oscillator, and � is the frequency of baseband tran-
ition, while m1 and m2 are the mass of the two atoms respectively.

∗ Corresponding author.
E-mail address: rqyu@hnu.cn (R.-Q. Yu).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.11.022
On the assumption that the baseband transition of C H stretch-
ing vibration is 3000 cm−1, the solution of the Schrödinger equation
could be obtained, which indicates that the most probable ampli-
tudes of C H stretching vibrations are 0 pm at the ground state,
10 pm, 17 pm and 23 pm at the first, second, and third excited state,
respectively. As for N H and O H stretching vibrations, answers
are roughly the same to the question posed above. Of course, this
simplified model cannot quantitatively provide an exact answer.
Nevertheless, it suggests the approximate range of space in which
the stretching vibration of molecule might be restrained, and the
conclusion that in that confined space, the strength of NIR’s second
overtone (corresponding to the third excited state) decreases more
than that of its first overtone (corresponding to the second excited
state) does. These will help us to design following experiments for
explaining the unexpected phenomenon above and confirming the
theoretical conclusion, into which nearly no effect has been put
experimentally, saying nothing of thoroughly investigating it as far
as we know.

2. Experimental

2.1. Materials
Active aluminium oxide (average pore diameter: 10–15 nm),
silica gel (average pore diameter: 8–10 nm), barium sulfate, 13X
molecular sieve, aniline, methylbenzene, ethanol, carbon tetra-
chloride, melamine, cyanuric acid. All organic compounds were
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nalytical reagents. Before using, the inorganic materials (including
ctive aluminium oxide, silica gel, barium sulfate, 13X molecu-
ar sieve), melamine and cyamuric acid were all dehydrated as
ossible.

.2. Near-infrared instrument and measurement

All NIR measurements were implemented with a FT-IR/NIR
pectrometer (Nexus 870, Nicolet) furnished with an indium gal-
ium arsenide (InGaAs) detector. The optical fiber probe (Smart
ear-IR FiberPort Accessory) was also used. All spectra were col-

ected under the same conditions, i.e., resolution: 4 cm−1; number
f scans: 32; range of scans: 4000–10,000 cm−1; granularity of
norganic materials: <0.1 mm. All the collected spectra are dif-
erence spectra, namely, subtracting their reference spectra from
ample spectra to obtain “pure” spectral effect of the organic
ompound.

.3. Experimental setup

In the paper, NIR of two kinds of objects were recorded; one
as adsorbate–adsorbent system, and the other was the mechani-

al mixture of several substances. Scheme 1 shows the experimental
etup for recording the NIR of adsorbent–adsorbate systems [1].
ure nitrogen gas was introduced through valves 1 and 2. Part of
he N2 flowed through gas reservoir 1 and 2, which contained one
ind of liquid organic compound or water. After coming out of the
as reservoir 2, the N2 was already saturated by the vapor of the
rganic compound or water, and then mixed with another part
f N2 in a mixer that had a stirrer to improve blending. Later the
ixture gas was ushered into a rectangular quartz-cell (40 mm in

ength, 10 mm in width and 2 mm in thickness), where the gas pen-
trated through one kind of inorganic material (adsorbent) and was
dsorbed by the adsorbent. At the same time, the NIRDRS (NIR Dif-
use Reflection Spectra) of the inorganic material that contained the

rganic compound or water was continuously recorded by the NIR
pectrometer via the optical fiber probe.

As for the mixture of several substances, its NIRDRS was col-
ected in the same rectangular quartz-cell but unnecessary to
ntroduce any gas.

Scheme 1. Experim
8 (2009) 337–341

3. Results and discussion

3.1. NIR of organic compounds adsorbed by porous inorganic
materials

In fact, the actual situation in 13X molecular sieve is not as sim-
ple as we might suppose in the introduction section. The crystal
pore diameter of 13X molecular sieve is slightly less than 1000 pm,
and the diameter of its major crystal cavity is about 1180 pm. There-
fore, a molecule, which moves through the crystal pore and finally
is adsorbed in the major crystal cavity, has a free space of more than
180 pm (1180 − 1000 = 180 pm), a space enough for the molecule to
vibrate freely even at its third excited state according to the theo-
retical answers of the introduction section. In order to reduce the
space of cavities, the 13X was partially adsorbed by water molecules
(about 5%) before the adsorption of organic compounds, because
water was hardly replaced by the organic compounds, and, like
molecular sieve, scarcely absorbed NIR radiation in wavebands of
C H stretching vibrations. In fact, we discovered later that owing
to its strong hydrophilicity almost all 13X normally preserved in a
glass desiccator usually adsorbed some water, and it was just the
case of the unlooked-for phenomenon observed.

With the setup shown in Scheme 1, the silica gel, active alu-
minium oxide or 13X molecular sieve (adsorbent) was filled in the
rectangular quartz-cell (of course, the adsorbent could neither be
compressed so tightly that the gas penetrated it difficultly, nor so
loosely that large part of the adsorbent did not contact the gas at
all). Water or one kind of organic compound was introduced respec-
tively as gas phase to avoid un-negligible amount of them being left
on the surface of the adsorbent rather than being adsorbed in the
cavities of the adsorbent. The gas entered the cell from the entrance,
penetrated through the adsorbent, and at last came out of the cell
from the exit, when the adsorbent was continuously monitored by
a non-invasive NIR spectrometer via an optical fiber probe.

NIRDRS of aniline adsorbed by active aluminium oxide, silica gel,
and 13X containing about 5% water are shown in Fig. 1. For com-

parison, the NIRDRS of the mixture of aniline and BaSO4 was also
recorded and shown in the figure. Barium sulfate was a usual and
nonporous reference for NIRDRS, which does not affect the vibra-
tions of aniline. It is worth noting that although all spectra shown
in the paper are raw ones without any preprocessing treatment

ental setup.
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Fig. 3. Raw NIRDRS of ethanol adsorbed or mixed by different inorganic materials.

ig. 1. Raw NIRDRS of aniline adsorbed or mixed by different inorganic materials.
pectrum 1: mixed with barium sulfate; spectrum 2: adsorbed by active aluminium
xide; spectrum 3: adsorbed by silica gel; spectrum 4: adsorbed by 13X molecular
ieve (containing about 5% water).

n order to give an intuitional view, all intensities of absorption
eaks were compared after their baselines were corrected with lin-
ar method by using OMNIC 5.2a (the accessory software of Nexus
70 FT-IR/NIR spectrometer).

In Fig. 1, the intensities of the first overtone (about
800–6200 cm−1) of all C H stretching vibrations are nearly equal,
hile their second overtones (8500–9000 cm−1) are different, and

he second overtone of aniline adsorbed by 13X vanishes roughly.
his is comprehensible: other materials provide larger spaces for
dsorbed or mixed aniline to vibrate at its third excited state than
he 13X. Similar experimental results were obtained with methyl-
enzene, whose molecular size is almost the same as aniline (Fig. 2).

Figs. 1 and 2 also indicate that the stretching vibration of C H is
ot obviously affected by the interaction between the adsorbate and
he adsorbent or the interaction between the adsorbate and water
in fact, it is unreasonable to assume that the C, H or C H in aniline
r methylbenzene has obvious interaction with strong polar bonds
f these inorganic adsorbents or water), since all absorption peaks
f the first overtone have roughly the same wavelength and spec-
ral profile. In other words, the difference in the second overtones

ainly results from the distinction of adsorbents’ pore structure.

In addition, we also recorded NIRDRS of ethanol adsorbed or

ixed by 13X molecular sieve, silica gel, active aluminium oxide or
arium sulfate with the same experimental method. From Fig. 3,

t seems that the experimental result is completely different from

ig. 2. Raw NIRDRS of methylbenzene adsorbed or mixed by different inorganic
aterials. Spectrum 1: mixed with barium sulfate; spectrum 2: adsorbed by active

luminium oxide; spectrum 3: adsorbed by silica gel; spectrum 4: adsorbed by 13X
olecular sieve (containing about 5% water).
Spectrum 1: adsorbed by 13X molecular sieve (containing about 5% water); spec-
trum 2: mixed with barium sulfate; spectrum 3: adsorbed by silica gel; spectrum 4:
adsorbed by active aluminium oxide.

aniline or methylbenzene. Here, not only the NIRDRS of ethanol
adsorbed by 13X molecular sieve did not vanish, but equal strengths
of the first overtone resulted in nearly equal strengths of the sec-
ond overtone whether the inorganic material was active aluminium
oxide, silica gel, barium sulfate or 13X molecular sieve. However,
this result is consistent rather than incompatible with the result of
aniline or methylbenzene, because the molecular size of ethanol is
much smaller than that of aniline or methylbenzene, and conse-
quently needs a smaller space for vibrating freely.

In spite of the positive evidence described above, we still cannot
definitely conclude that in a constrained space, the strength of the
second overtone decreases more than that of the first overtone does,
because the difference in their second overtones may be attributed
to the difference in inorganic adsorbents’ optical characteristics (for
example, its diffuse reflectivity), though this influence is commonly
relatively insignificant. So we designed another experiment to fur-
ther confirm the mentioned conclusion. In this crucial experiment,
the NIRDRS of aniline were recorded in an identical chemical and
optical environment except that in one case aniline was adsorbed in
the major crystal cavities of 13X molecular sieve so that the vibra-
tion was restrained, while in another case the aniline was left on
the surface of the 13X molecular sieve so that the vibration was
not affected by a constrained space. In order to make aniline not
enter 13X’s crystal cavities, the molecular sieve was filled with
CCl4 in advance. We selected carbon tetrachloride since it is non-
polar and NIR-transparent compound. For comparison, NIRDRS of
aniline adsorbed by 13X molecular sieve nearly without water (cal-
cined at 300 ◦C, then encapsulated in the rectangular quartz-cell
at once for adsorption and NIR detection), and aniline mixed with
13X molecular sieve containing about 20% water, are also shown in
Fig. 4.

Comparing spectrum 4 (the aniline adsorbed in the 13X’s major
crystal cavities) with spectrum1 (water and carbon tetrachloride
had filled the major crystal cavities of molecular sieve so that the
aniline stayed on the 13X’s surface) in Fig. 4, the effect of constrained
space is clearly demonstrated, for the second overtone of the spec-
trum 4 vanishes at all, whereas the strengths of their first overtones
are nearly equal. The difference in the second overtones between
spectra 4 and 3 can be explained by the same mechanism rationally,
for a large amount of water in 13X’s cavities could prevent aniline
from entering cavities rather than merely decrease the space of cav-

ities. But, as for spectrum 2, there is a different situation: the 13X
nearly without water has larger crystal cavities than those of the
13X containing about 5% water, and accordingly, the third excited
state of C H stretching vibration within the former is less restricted
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The results of these experiments also indicate a potential appli-
ig. 4. Raw NIRDRS of aniline adsorbed or mixed by 13X molecular sieve. Spectrum
: mixed by 13X containing about 5% water and 10% carbon tetrachloride; spectrum
: adsorbed by 13X nearly without water; spectrum 3: mixed by 13X containing
bout 20% water; spectrum 4: adsorbed by 13X containing about 5% water.

han that within the latter. Similar experiments were performed
ith methylbenzene, and the results are the same as those of aniline

spectra not shown).
Similar to Figs. 1 and 2, the fact that in Fig. 4 all absorption peaks

f the first overtone of C H stretching vibration have roughly the
ame wavelength and spectral profile indicates that the difference
n the second overtones can only be attributed to the change of pore
tructure in 13X molecular sieve rather than the difference in the
nteraction between the aniline and 13X molecular sieve or water.

.2. NIR of MCA (1:1 supramolecule formed by melamine and
yanuric acid)

From experimental results above, one would assume that a con-
ned space smaller than the crystal cavity of 13X should be required

f the first overtone is restricted obviously as well. In an ordinary
ydrogen bond, O H· · ·O, the bond length of H· · ·O at the ground

tate is about 167 pm, a distance smaller than 260 pm (the sum
f O and H’s van der Waals atomic radius) or 180 pm (the dis-
ance at which the repulsive force between O and H’s electronic
louds becomes significant). Therefore, within this cramped space,

Scheme 2. Struct
8 (2009) 337–341

distance change of H· · ·O due to stretching vibration of O H is rela-
tively so great that the repulsive force within H· · ·O may inhibit the
O H stretching vibration as well, especially at its second and third
excited state. One can expect similar cases taking place in other
hydrogen bonds like O H· · ·N, N H· · ·O, or N H· · ·N.

As shown in Scheme 2, MCA is a supramolecular self-assembly
formed through hydrogen bonding [2,3]. In MCA, all bonds of N H
form hydrogen bonds of N H· · ·O or N H· · ·N, and consequently a
significant reduction of NIR absorbance of all N H stretching vibra-
tions can be predicted. Furthermore, in this system the explanation
of NIR spectra become simplified, for there is not any bonds of C H
in melamine, cyanuric acid, nor MCA, at all.

MCA was prepared according to the process described in Ref. [4].
Besides the amount of melamine, cyanuric acid or MCA, three other
factors (i.e., thickness, granularity and packing density) influence
the NIRDRS. We solved them with following strategies respectively:
the granularity of all samples is less than 0.1 mm; NIRDRS were
recorded in the same rectangular quartz-cell (namely, the thickness
was 2 mm for all experiments); and all samples were compressed
into the same length in the same rectangular quartz-cell. In this way,
the NIRDRS of MCA, and a mechanical mixture of melamine and
cyanuric acid are shown in Fig. 5. Moreover, in order to eliminate or
diminish the influence of diffuse reflectivity upon NIR absorbance,
we also recorded NIRDRS of the mixture of MCA and BaSO4 as well
as the mixture of melamine, cyanuric acid and BaSO4, since it is well
known that BaSO4 has a high diffuse reflectivity and the interaction
between it and organic compounds is negligible. In Fig. 5, references
of spectrum 1–4 were barium sulfate; and those of spectrum 5 and
6 were standard background of the FiberPort Accessory, which was
supplied by producer of the spectrometer.

Comparing spectra 1, 3 and 5 with 2, 4 and 6 of Fig. 5, respec-
tively, one can clearly conclude that the hydrogen bonds between
melamine and cyanuric acid in supramolecular MCA not only shift
the absorption peaks of N H stretching vibration to longer wave-
bands, but also greatly decrease intensities of the first overtone
(about 6000–7000 cm−1) as well as the second overtone (about
9700–10,100 cm−1) of N H stretching vibration.
cation of the NIR methodology to the study of supramolecular
phenomenon, which is very important in chemistry and biochem-
istry. In supramolecule, the space among its component molecules
is so tiny that the reduction of NIR absorbance would become

ure of MCA.
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Fig. 5. Raw NIRDRS of MCA, and the mechanical mixture of melamine and cya-
nuric acid. Spectrum 1: 7.843 mmol (about 2 g) MCA + 10 g barium sulfate; spectrum
2
b
7
M

o
m
i
m

: 7.843 mmol (about 1 g) melamine + 7.843 mmol (about 1 g) cyanuric acid + 10 g
arium sulfate; spectrum 3: 7.843 mmol MCA + 2 g barium sulfate; spectrum 4:
.843 mmol melamine + 7.843 mmol cyanuric acid + 2 g barium sulfate; spectrum 5:
CA; spectrum 6: 7.843 mmol melamine + 7.843 mmol cyanuric acid.
bvious, whereas until recently this tiny space or distance can be
easured only by diffraction methods, and merely for crystals that

s very difficult to obtain in many cases. Therefore, the space infor-
ation obtained by the experiments described in this report, aided

[
[
[
[

8 (2009) 337–341 341

by other NIR information like wavelength of the absorption peak,
might be valuable for the study of supramolecular structure.

4. Conclusion

It has been shown experimentally that the strength of NIR
absorbance would decrease if the outside space is too small to allow
the molecule to vibrate freely, and the strength of the second over-
tone decreases more than that of the first overtone does. We named
this phenomenon as the spatial effect of NIR. Moreover, unlike the
common usefulness of NIR developed so far, from our research, one
innovative application of NIR could be found in the fact that NIR is
more sensitive to the size of micro-environment space than MIR,
which mainly corresponds to the first excited state of vibrations.
And an example of the innovative application of NIR spatial effect
to a supramolecule is implemented in the paper, too. Of course, the
research of the paper is qualitative and preliminary, and a quanti-
tative model for NIR spatial effect is indispensable to developing its
application to measuring tiny distance or space.
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A novel adsorbent of chitosan chemically modified ordered mesoporous silica was synthesized and
employed as a solid phase extraction (SPE) material for flow injection (FI) micro-column preconcentration
on-line coupled with inductively coupled plasma optical emission spectrometry (ICP-OES) determination
of trace heavy metals V, Cu, Pb, Cd and Hg in environmental water samples. The factors affecting sep-
aration and preconcentration of target heavy metals such as pH, sample flow rate and volume, eluent
concentration and volume, interfering ions were investigated. Under the optimized experimental condi-
tions, an enrichment factor of 20 and sampling frequency of 10 h−1 were obtained. The detection limits of

−1

rdered mesoporous silica
PE
race heavy metals
hitosan

CP-OES

the method for V, Cu, Pb, Cd and Hg were 0.33, 0.30, 0.96, 0.05 and 0.93 ng mL , and the relative standard
deviations (RSDs) were 2.8%, 6.7%, 1.8%, 4.0% and 5.3% (n = 7, C = 10 ng mL−1), respectively. The adsorption
capacities of chitosan modified ordered mesoporous silica for V, Cu, Pb, Cd, and Hg were found to be 16.3,
21.7, 22.9, 12.2 and 13.5 mg g−1, respectively. In order to validate the developed method, a certified refer-
ence material of GSBZ50009-88 environmental water sample was analyzed and the determined values

with
avy m
were in good agreement
determination of trace he

. Introduction

Recently, heavy metals pollution in natural water has been
eceiving tremendous attention. The toxic heavy metals such as Pb,
d, Hg are insignificant elements in human body and are capable of
ausing ecological risk to aquatic organisms. The toxic heavy met-
ls could also gradually accumulate in human body through food
hain and cause damage to human health [1,2]. In view of the above
acts, accurate determination of heavy metals has become increas-
ng necessary to solve the problems connected with environmental
ater pollution.

In recent years, a number of promising techniques for the
etermination of heavy metal including atomic absorption spec-
rometry (AAS) [3,4], inductively coupled plasma optical emission

pectrometry/mass spectrometry (ICP-OES/MS) [5,6], electrochem-
cal analysis [7], neutron activation analysis (NAA) [8] have been
eported. Among these techniques, ICP-OES has gained strong
ecognition in heavy metals analysis due to the following advan-

∗ Corresponding author. Tel.: +86 27 68752162; fax: +86 27 68754067.
E-mail address: binhu@whu.edu.cn (B. Hu).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.11.046
the certified values. The proposed method has also been applied to the
etals in natural water samples with satisfactory results.

© 2008 Elsevier B.V. All rights reserved.

tages: multi-element analysis capability, wide linear range and
low detection limits [9]. However, direct determination of heavy
metals by the modern techniques is often difficult due to the com-
plexity of sample matrix and the low concentrations of heavy
metals. Therefore, separation/preconcentration of trace heavy met-
als prior to their analysis is often required. Nowadays, various
separation/preconcentration techniques for metal ions such as, liq-
uid liquid extraction (LLE) [10], cloud point extraction (CPE) [11,12],
coprecipitation [13], ions exchange [14] and solid phase extraction
(SPE) [15,16] have been developed. Of all these methods, SPE was
widely used for trace metals analysis in various samples. Compared
with traditional extraction techniques, SPE is simple, fast, inexpen-
sive, less polluting to the environment and can easily be automated
[15,16].

It is evident that the coupling of flow injection on-line solid
phase extraction techniques to ICP-OES is a very efficient tech-
nique for the determination of heavy metals in natural water. This
combination not only provides an improvement in detection lim-

its and reduces the interference from matrix, but also significantly
improves the analytical performance of the methods. In compar-
ison with their off-line batch counterparts, these systems have
a number of significant advantages for trace determination, such
as higher efficiency, lower consumption of sample and reagent,
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Table 1
Operation parameters of Intrepid XSP Radial ICP-OES.

RF generator power (W) 1150
Frequency of RF generator (MHz) 27.12
Coolant gas flow rate (L min−1) 14
Auxiliary gas flow rate (L min−1) 0.5
Carrier gas flow rate (L min−1) 0.6
Max integration times (s) 15

Analytical wavelength (nm)
Cd 228.802
Cu 224.700
92 D. Chen et al. / Tala

mproved precision, possibility of working in a closed system with
significant reduction of airborne contamination, and increased

ampling frequency [17–19]. On-line column preconcentration sys-
ems coupled with ICP-OES are based on retention of the analytes
n micro-column packed with adsorbent that determines the sen-
itivity and the selectivity of the analytical method. Therefore, new
dsorbent is explored and searched actively in SPE technique. More
ecently, nanometer-sized materials [20,21], mesoporous materi-
ls [22], ion imprinted materials [23,24], biomaterials [25], C60–C70
nd their derivatives [26–28] have been extensively explored for
his purpose.

In 90s of 20th century, mesoporous material was quickly devel-
ped and attracted much attention in various scientific areas of
hysics, chemistry and material science. Because of its good perfor-
ance, such as large surface area, well-defined pore size, excellent
echanical resistance, none swelling, excellent chemical stability

nd well modified surface properties, ordered mesoporous silica
as become an ideal supporting material of adsorbent in SPE, and
odified mesoporous silica has been successfully used for the pre-

oncentration and separation of trace elements recently [29–31].
amali et al. [29] employed thiophene-2-carbaldehyde modified

esoporous silica as sorbent for the separation and preconcen-
ration of Pd(II) in water samples. Peı̌rez-Quintanilla et al. [30]
ynthesized 2-mercaptopyrimidine modified mesoporous silica
nd found that it was an effective adsorbent for Cd(II). Evangelista
t al. [31] employed 2-mercaptothiazoline modified mesoporous
ilica as an extractant for the removal of mercury from water solu-
ion.

Chitosan (CTS), obtained by deacetylation of chitin, is a natural
olysaccharide. It is the most abundant polysaccharide after cellu-

ose on the earth. Chitosan can form stable chelating compounds
ith many transition metal ions through the hydroxyl and amino

roups. Hence, it can selectively adsorb some metal ions and has
een successfully used in wastewater treatment [1,32]. Because of

ts solubility in acidic conditions, unsatisfaction mechanical prop-
rty and swelling, chitosan cannot be employed as a SPE material.
owever, chitosan can react with silica through the –NH2 functional
roup found on its surface, and could be employed as modifier for
esoporous silica. Fujiwara et al. [33] have studied the adsorption

roperties of Pt(IV), Pd(II), Au(III) on l-lysine modified chitosan
esin. Li et al. [34] synthesized silica-supported porous sorbent
y organic–inorganic hybridization combined with chitosan and
olyethylene glycol imprinting for Cu(II) removal in wastewater
reatment. Hakim et al. [35] synthesized chitosan resin derivatized
ith serine diacetic acid moiety and employed it as an adsorbent

or preconcentration of trace heavy metals and rare earth elements.
shita et al. [36] prepared cross-linked chitosan and used it to pre-
oncentrate precious metal of Pd, Pt and Au as well as remove Hg
n concentrated hydrochloric acid.

In this work, chitosan modified ordered mesoporous silica was
ynthesized and used as a packing material for flow injection
icro-column separation and preconcentration on-line coupled
ith ICP-OES determination of trace heavy metals in environmen-

al water samples. The factors affecting the on-line micro-column
eparation/preconcentration of target analytes were systemati-
ally studied. The developed method was validated by analysis
f the target heavy metals in the certified reference material of
SBZ50009-88 environmental water and real natural waters.

. Experimental
.1. Apparatus

Intrepid XSP Radial ICP-OES (Thermo, Waltham, MA, USA) with
concentric model nebulizer and a cinnabar model spray cham-

er was used for the determination of target metals. The optimum
Pb 220.353
V 214.009
Hg 184.950

operation conditions and the wavelengths of the emission lines
used were summarized in Table 1. The pH values were controlled
with a Mettler Toledo 320-S pH meter (Mettler Toledo Instruments
Co. Ltd., Shanghai, China) supplied with a combined electrode. An
IFIS-C flow injection system (Ruimai Tech. Co. Ltd., Xi’an, China)
and a self made PTFE micro-column (20 mm × 4.0 mm i.d.) packed
with chitosan modified ordered mesoporous silica was used for on-
line separation/preconcentration. FT-IR spectra (4000–400 cm−1)
in KBr was recorded using a NEXUS 870 FT-IR (Thermo, Madi-
son, USA), and a transmission electron microscope (JEM-2010,
JEOL, Japan) and an auto N2 adsorption instrument (GEMINI 2360,
Micrometrics, USA) were both used for the characterization of the
prepared mesoporous materials. An X2-6-13 muffle furnace (Ying-
shanYahua Instrument Factory, Hubei, China) was used to achieve
the desired temperature.

2.2. Standard solution and reagents

The stock standard solutions (1000 g L−1) of V, Cu, Pb, Cd and
Hg were prepared by dissolving appropriate amounts of NH4VO3,
CuSO4·5H2O, Pb(NO3)2, Cd(NO3)2·4H2O and HgCl2 (The First
Reagent Factory, Shanghai, China) in high purity water, respectively.
Working solutions were prepared daily by appropriate dilutions
of their stock solutions. Chitosan was purchased from Yuhuan
Shell Biological Agents Factories, Zhejiang, China. 3-Aminopropyl
trimethoxysilane (APTMS) and tetraethyl orthosilicate (TEOS) were
obtained from Wuhan University Chemical Factory, Wuhan, China.

All reagents used, including cetyltrimethylammonium bromide
(CTAB) (Acros Organics, USA) and 1,3,5-trimethylbenzene (TMB)
(The First Reagent Factory, Shanghai, China) were of analytical
grade. High purity deionized water (18.2 M� cm) obtained from a
Labconco system (Labconco Co., Kansas City, MO, USA) was used
throughout this work. All containers were treated with 10% HNO3
for at least 24 h, rinsed with high purity deionized water, and dried
at room temperature before usage.

2.3. Synthesis procedure

2.3.1. Synthesis of ordered mesoporous silica and aminopropyl
modified ordered mesoporous silica

Ordered mesoporous silica was prepared according to the
reported method [37]. Briefly, 1.8 g CTAB was placed in a PTFE ves-
sel, and dissolved with 100 mL of 2 mol L−1 HCl with stirring, then
8.2 mL TEOS and 2.4 mL TMB were added dropwisely with vigorous
stirring. After vigorous stirring at room temperature for 1.5 h, the
gel was aged at 80 ◦C in vacuum for 8 h. The products were filtered,

◦
washed and dried. The synthesized samples were calcined at 540 C
for 6 h.

Preparation of aminopropyl modified ordered mesoporous sil-
ica was performed as follows: 10 g of ordered mesoporous silica
was added to the round bottom flask containing with 100 mL of
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3.1. Characterization of ordered mesoporous silica and chitosan
modified ordered mesoporous silica

A TEM pattern of ordered mesoporous silica is presented in
Fig. 3, and the ordered array of mesoporous was clearly observed on
Fig. 1. Scheme for the preparation of c

mol L−1 HNO3, and refluxed for 6 h at 60 ◦C by magnetic stirring,
hen filtered after cooling and washed with high purity deionized
ater and ethanol for several times and dried in vacuum. Subse-

uently, 5 g of activated ordered mesoporous silica was immersed
nto 50 mL of toluene with 10 mL APTMS inside 250 mL three-
eck round bottom flask. Finally, the mixture was refluxed for 12 h
nder dry nitrogen atmosphere. The solid was filtered, washed with
oluene, ethanol and acetone sequentially, and later it was dried in
acuum at 80 ◦C for 12 h.

.3.2. Synthesis of chitosan modified ordered mesoporous silica
3 g of chitosan was placed in a 250-mL three-neck flask, and

issolved with 100 mL 2% acetic acid under stirring, then 10 mL 37%
ormaldehyde solution was added dropwisely. After refluxed for
h, the mixture was decompressed distillation to remove water,
cetic acid and unreacted formaldehyde, then 30 mL of methanol
nd 6 g of aminopropyl modified ordered mesoporous silica were
dded. After reaction at 90 ◦C for 30 min, the product was washed
y methanol and ethanol. Then it was dried at 60 ◦C for 12 h and
tored in brown bottle. The schematic representation of the reaction
s shown in Fig. 1.

.4. Preparation of micro-column

50 mg of chitosan modified ordered mesoporous silica was
acked into self made PTFE micro-column (20 mm × 4.0 mm i.d.),
lugged with a small portion of glass wool at both ends, then con-
ected to a peristaltic pump. Before use, methanol and high purity
eionized water were passed through the column in sequence in
rder to clean it. Then, the column was conditioned to the desired
H with 0.1 mol L−1 NH4Cl/NH3·H2O buffer solution.

.5. Sample preparation

Lake and river water samples were obtained from Wenzhou,
hina. After collection, they were filtered through a 0.45-�m mem-
rane filter (Tianjing Jinteng Instrument Factory, Tianjin, China).
he samples were adjusted to pH 6.5 with 0.01 mol L−1 HCl and
H3·H2O and immediately analyzed.

Certified reference material of GSBZ50009-88 (Institute for
nvironmental Reference Materials, Ministry of Environmental Pro-
ection of China, Beijing, China) environmental water sample was
djusted to pH 6.5 with 0.01 mol L−1 HCl and NH3·H2O and imme-
iately analyzed.
.6. General procedure

The operation sequence of the FI on-line micro-column precon-
entration and determination is shown in Fig. 2. In preconcentration
n modified ordered mesoporous silica.

step (a), pump P1 was activated, so that the sample was drawn
through the column; the effluent from the column was flowing
to waste. And in elution step (b), pump P2 was activated while
the injection valve turned to the elution position to propel elu-
ent through the column reversely for eluting the analyte retained
on the column. In this instance, the continuous impact on the sor-
bent could be avoided. Then, the eluting solution was introduced
into the ICP-OES for determination. NH4Cl/NH3·H2O buffer solution
was chosen as the blank solution and the blank values were deter-
mined. The determined values for V, Cu, Pb, Cd, Hg were obtained
after subtracting the blank values.

3. Results and discussion
Fig. 2. FI manifold and operation for on-line preconcentration/separation and ICP-
OES determination. (a) Preconcentration/separation step, (b) elution/introduction
step. For details see text. S, sample; E, elution; W, waste; C, micro-column packed
with modified ordered mesoporous silica; P1, P2, peristaltic pumps; ICP, ICP torch.
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It is clear in Fig. 5 that the adsorption percentages of the metal
Fig. 3. Characterization of ordered mesoporous silica powders by TEM.

he surface of the prepared ordered mesoporous silica. The results
btained by the auto N2 adsorption instrument show that the BET
urface area of ordered mesoporous silica is 827 m2/g and the aver-
ge pore size was 6 nm.

To ascertain the grafting of chitosan onto the surface of ordered
esoporous silica, FT-IR spectroscopy was employed to charac-

erize chitosan modified ordered mesoporous silica. It could be
een from Fig. 4 that the spectral bands at 1472.75, 1045.17, 915.38
nd 781.76 cm−1 are the vibrational frequencies of NH , Si O Si,
i O H and Si O, respectively, which indicates the successful
mmobilization of chitosan on the surface of ordered mesoporous
ilica.

.2. Effect of pH

pH value plays a great role in the SPE procedure. An appropri-
te pH value can not only improve the adsorption efficiency, but
lso depress the matrix interference. The adsorption behavior of

he target analytes with a concentration of 0.05 �g mL−1 each metal
n chitosan modified ordered mesoporous silica was studied, and
he experimental results are shown in Fig. 5. It could be seen that
he studied ions were poorly adsorbed at pH < 4, the adsorption per-

Fig. 4. The FT-IR spectra of chitosan (a) and chitos
Fig. 5. Effect of pH on the adsorption percentage of V, Cu, Pb, Cd and Hg. Concen-
tration of V, Cu, Pb, Cd and Hg: 50 �g L−1.

centages of the analytes were increased with the increase of pH, and
a quantitative adsorption (>90%) for all the studied metals could be
obtained in the pH range of 5–9. For Cu, Pb, Cd and Hg, the adsorp-
tion mechanism could be attributed to the chelation of the amino
group in the chitosan with the studied metal ions. In the acidic
condition, the amino group was protonated (with positive charge),
the chelation between amino group and the studied metal ions
became weak, which resulted in a weak adsorption capability of
sorbent towards the studied metal ions, while the chelation became
stronger and stronger with the increase of pH, thus, the chelating
capability of chitosan with target metal ions was increased with the
increase of pH. As for V(V), it existed as anion when the pH value
was higher than 3. In the pH range of 1–9, the –NH2 of chitosan
was partially protonated (with positive charge), thus anion V(V)
could be retained on the surface of sorbent by electrostatic effect.
Hence, pH 6.5 was selected as the optimum pH for all subsequent
studies.

3.3. Effect of eluent concentration
ions were decreased sharply with the decrease in pH value. Based
on that, various concentrations of HCl were studied for desorption
of the retained analytes from the micro-column. The experimental
results showed that 1.0 mol L−1 HCl was sufficient for quantitative

an modified ordered mesoporous silica (b).
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Table 2
Comparison of adsorption capacity with some literatures.

Elements Sorbent Adsorption capacities (mg g−1) Ref.

V, Cu, Pb, Cd, Hg Chitosan modified ordered mesoporous silica 16.3, 21.7, 22.9, 12.2, 13.5 This method
Cu, Pb, Cd APDC-loaded-XAD-4 11.1, 9.5, 10.2 [39]
V, Cu, Cd Mesoporous TiO2 13.1, 8.1, 8.1 [9]
V <5, <5, <5 [40]
V 11.7, 13.3, 17.7, 17.5 [20]
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Table 3
Tolerance limits for coexisting ions.

Coexisting Tolerance limit of ions (mg L−1)

Na+, K+ 1000
Ca2+, Mg2+ 100
Al3+ 50
Fe3+ 20
Zn2+ 5

T
C

E

C
C
C
C

, Cu, Cd High surface area ZrO2

, Cu, Pb, Cd Nanometer-sized alumina

lution. Hence, 1.0 mol L−1 HCl was selected as eluent for subse-
uent experiments.

.4. Effect of eluent volume and eluent flow rate

The effect of eluent volume on desorption of analytes was stud-
ed with eluent volume varying from 0.2 to 1 mL. It was found that
.3 mL of 1 mol L−1 HCl was sufficient to recover the target analytes
uantitatively. Therefore, 0.3 mL of eluent was selected for subse-
uent experiments. The effect of eluent flow rate varying from 0.4
o 2.0 mL min−1 on the recovery of the studied analytes was also
nvestigated by keeping the eluent at 0.3 mL of 1 mol L−1 HCl. The
esults showed that the analytes could be recovered quantitatively
t flow rate range of 0.4–2.0 mL min−1. To enhance the analyti-
al speed, an eluent flow rate of 2.0 mL min−1 was chosen in this
ork.

.5. Effect of sample flow rate and sample volume

The effect of sample flow rate on the recovery of analytes
as examined by passing the sample solution through the micro-

olumn. It was found that all the metal ions (V, Cu, Pb, Cd, and
g) could be recovered quantitatively (>90%) in the whole tested
ow rate range of 0.4–2.0 mL min−1. It means that the adsorption
inetics of the chitosan modified ordered mesoporous silica is very
xcellent to the studied ions. For further experiments, a sample flow
ate of 2.0 mL min−1 was employed.

In order to obtain a higher enrichment factor, a larger sample
olume is required. The effect of the sample volume on the recov-
ries of the target metal ions was investigated by passing 10, 20,
0 and 50 mL of sample solutions containing 0.05 �g of each metal
hrough the micro-column under the optimum conditions. Quan-
itative recoveries of the target analytes were obtained when the
ample volume was less than 30 mL. Under this circumstance, an
nrichment factor of 100 could be achieved. To trade off the enrich-
ent factor and analytical speed, a sample volume of 6 mL and an

lutent volume of 0.3 mL were used, so that an enrichment fac-
or of 20 and a sampling frequency of 10 h−1 were obtained in
his work.

.6. Adsorption capacity and regeneration
Adsorption capacity is an important factor to evaluate the sor-
ent, because it determines how much chitosan modified ordered
esoporous silica is required for quantitative adsorption of the

arget analytes in a given solution. The adsorption capacity of the

able 4
omparison of detection limits with some literatures.

lements LOD (ng mL−1) Analysis method Preconcentrat

d, Cu, Pb, Hg, V 0.05, 0.30, 0.96, 0.93, 0.33 ICP-OES SPE
d, Cu, Pb 0.7, 1.0, 1.7 ICP-OES SPE
d, Cu 0.36, 0.12 ICP-OES SPE
d, Pb 1.0, 2.0 ICP-OES SPE
NO3
− , SO4

2− 5000
Cl− 500

chitosan modified ordered mesoporous silica was studied, and the
method used was adopted from that recommended by Maquieira et
al. [38]. The adsorption capacities of the chitosan modified ordered
mesoporous silica for V, Cu, Pb, Cd, and Hg were 16.3, 21.7, 22.9,
12.2 and 13.5 mg g−1, respectively. For comparison, the adsorption
capacity data of chitosan modified ordered mesoporous silica and
other methods reported in the literatures [9,20,39,40] were listed
in Table 2. As could be seen, the adsorption capacity of modified
ordered mesoporous silica is significantly higher than most of the
reported adsorbents.

Regeneration is one of the key factors in evaluating the perfor-
mance of the adsorption materials. The regenerability and stability
of the micro-column was investigated. The experimental results
indicated that the chitosan modified ordered mesoporous silica is
stable in operation process, enabling more than 40 loading and elu-
tion cycles without decrease in the recoveries of the studied target
analytes.

3.7. Effects of coexisting ions

The effects of common coexisting ions on the adsorption of
studied metal ions in modified ordered mesoporous silica were
investigated. For this purpose, a mixture solutions containing
0.05 �g mL−1 of V, Cu, Pb, Cd and Hg and the added interfering
ions were treated according to the recommended procedure. The
tolerance of the coexisting ions, defined as the largest amount mak-
ing the recovery of the studied elements less than 90% are given
in Table 3. As could be seen, the presence of the coexisting ions
studied has no obvious effect on the determination of the target
analytes. The results also show the tolerance limits of the coex-

isting ions are much higher than their concentrations found in
the natural water [41], indicating that the proposed method could
be applied for the determination of target analytes in the natural
water.

ion technique Sorbent Ref.

Chitosan modified ordered mesoporous silica This method
APDC-loaded-XAD-4 [39]
Mesoporous TiO2 [9]
Cationic resin (AG50W-X8) [42]
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Table 5
Analytical results of Cu, Pb, Cd, Hg and V in certified reference material of
GSBZ50009-88 environmental water (mean ± s.d., n = 3).

Sample Elements Certified (�g mL−1) Found (�g mL−1)

GSBZ50009-88 Cu 1.49 ± 0.04 1.57 ± 0.10
Cd 0.105 ± 0.004 0.107 ± 0.02
Pb 1.21 ± 0.05 1.21 ± 0.02

3

t
w
t
(
O
d
b

3

m
l
b
c
m
a
w
s

T
A

S

O

J

W

V – nda

Hg – nda

a Not detected.

.8. Analytical performance

According to the definition of IUPAC, the detection limits (3�) of
his method for V, Cu, Pb, Cd and Hg with an enrichment factor of 20
ere 0.33, 0.30, 0.96, 0.05 and 0.93 ng mL−1, respectively, and rela-

ive standard deviations (RSDs) were 2.8%, 6.7%, 1.8%, 4.0% and 5.3%
n = 7, C = 10 ng mL−1), respectively. Compared with other SPE–ICP-
ES methods with different adsorbent as shown in Table 4, the
etection limits of this method were comparable with that obtained
y other established methods.

.9. Sample analysis

In order to validate the proposed method, a certified reference
aterial of GSBZ50009-88 environmental water sample was ana-

yzed, and the analytical results were given in Table 5. As could
e seen, the determined values were in good agreement with the

ertified values. The proposed method was also applied to the deter-
ination of the target analytes in natural water samples, and the

nalytical results along with the recoveries for the spiked samples
ere given in Table 6. It could be seen that the recoveries for the

piked samples were between 92% and 105%.

able 6
nalytical results of Cd, Cu, Hg, Pb and V in natural water (mean ± s.d., n = 3).

ample Elements Added
(ng mL−1)

Found
(ng mL−1)

Recovery (%)

ujiang River Cd 0 1.90 ± 0.014
5 6.39 ± 0.65 92.6

Cu 0 6.23 ± 0.34
5 11.09 ± 0.11 98.8

Hg 0 6.35 ± 0.12
5 11.64 ± 0.67 102.6

Pb 0 4.38 ± 0.37
5 8.92 ± 0.53 95.1

V 0 2.51 ± 0.18
5 7.46 ± 0.14 99.3

iushan Lake Cd 0 nda

5 4.91 ± 0.11 98.2
Cu 0 4.00 ± 0.02

5 9.28 ± 0.36 103.2
Hg 0 5.37 ± 0.28

5 10.03 ± 0.31 96.7
Pb 0 nda

5 5.29 ± 0.52 105.8
V 0 1.76 ± 0.15

5 6.66 ± 0.06 98.5

enruitang River Cd 0 nda

5 4.85 ± 0.12 97.0
Cu 0 14.50 ± 0.63

5 20.55 ± 0.69 105.4
Hg 0 7.46 ± 0.34

5 12.08 ± 0.06 97.0
Pb 0 10.94 ± 0.43

5 14.82 ± 0.20 93.2
V 0 1.72 ± 0.13

5 6.53 ± 0.44 97.2

a Not detected.
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4. Conclusion

A novel adsorbent of chitosan modified ordered mesoporous
silica was synthesized and used as a packing material for on-line
flow injection micro-column separation/preconcentration coupled
with ICP-OES determination of trace heavy metals in environmen-
tal water samples. The advantages of the proposed method can be
summarized as follows: (1) the separation conditions are mild and
pH of 6.5 is similar to that of natural water, (2) high efficiency, the
sample frequency is about 10 samples per hour, (3) high sensitivity,
the detection limits were between 0.05 and 0.96 ng mL−1, which
was equal or slightly superior to the detection limits reported in
the literatures [9,39,42], (4) high adsorption capacity, the adsorp-
tion capacity of modified ordered mesoporous silica is significantly
higher than most of the reported adsorbents [9,20,39,40]. The pro-
posed method is simple, fast, sensitive, selective, and can be applied
to the determination of trace heavy metals in environmental water
samples.

Acknowledgements

Financial supports from the Science Fund for Creative Research
Groups of NSFC (No. 20621502) and MOE of China (NCET-04-0658)
are gratefully acknowledged.

References

[1] G. Crini, Prog. Polym. Sci. 30 (2005) 38.
[2] N. Coen, C. Mothersill, M. Kadhim, E.G. Wright, J. Pathol. 195 (2001) 293.
[3] K. Ndung’u, S. Hibdon, A.R. Flegal, Talanta 64 (2004) 258.
[4] K.W. Jackson, Anal. Chem. 72 (2000) 159.
[5] Z.H. Wang, X.P. Yan, Z.P. Wang, Z.P. Zhang, L.W. Liu, J. Am. Soc. Mass. Spectrom.

17 (2006) 1258.
[6] P.S. Fedotov, E. Wennrich, S.R. Yu., B.Y. Spivakov, Analyst 131 (2006) 509.
[7] V. Beni, V.I. Ogurtsov, N.V. Bakunin, D.W.M. Arrigan, M. Hill, Anal. Chim. Acta

552 (2005) 190.
[8] S. Ayrault, L. Galsomies, G. Amblard, M.D. Sciarretta, P. Bonhomme, A. Gaudry,

Int. J. Environ. Anal. Chem. 82 (2002) 463.
[9] C.Z. Huang, Z.C. Jiang, B. Hu, Talanta 73 (2007) 274.

[10] S. Igarashi, A. Takahashi, Y. Ueki, H. Yamaguchi, Analyst 125 (2000) 797.
[11] Y.J. Li, B. Hu, Spectrochim. Acta Part B 62 (2007) 1153.
12] J.C.A. Wuilloud, R.G. Wuilloud, M.F. Silva, R.A. Olsina, L.D. Martinez, Spec-

trochim. Acta Part B 57 (2002) 365.
[13] K. Inagaki, A. Takatsu, A. Uchiumi, A. Nakama, K. Okamoto, J. Anal. At. Spectrom.

16 (2001) 1370.
[14] E. Pehlivan, T. Altun, J. Hazard. Mater. 140 (2007) 299.
[15] X.L. Pu, Z.C. Jiang, B. Hu, H.B. Wang, J. Anal. At. Spectrom. 19 (2004) 984.
[16] S. Dadfarnia, A. Mohammed, H. Shabani, F. Tamaddon, M. Rezaei, I. Salen, Anal.

Chim. Acta 539 (2005) 69.
[17] R.G. Wuilloud, J.A. Salonia, R.A. Olsina, L.D. MartinezU, Spectrochim. Acta Part

B 55 (2000) 671.
[18] V.L. Dressler, D. Pozebon, A.J. Curtius, Spectrochim. Acta Part B 53 (1998) 1527.
[19] H. Karami, M.F. Mousavi, Y. Yamini, M. Shamsipur, Anal. Chim. Acta 509 (2004)

89.
20] J. Yin, Z. Jiang, G. Chang, B. Hu, Anal. Chim. Acta 540 (2005) 333.
21] X.L. Pu, B. Hu, Z.C. Jiang, C.Z. Huang, Analyst 130 (2005) 1175.
22] C.Z. Huang, B. Hu, Z.C. Jiang, Spectrochim. Acta Part B 62 (2007) 545.
23] G.Z. Fang, J. Tan, X.P. Yan, Sep. Sci. Technol. 40 (2005) 1597.
24] N. Zhang, J.S. Suleiman, M. He, B. Hu, Talanta 75 (2008) 536.
25] M. Soylak, M. Tuzen, D. Mendil, I. Turkekul, Talanta 70 (2006) 1129.
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a b s t r a c t

Testosterone is one of the most common doping drugs abused by athletes. Therefore, it is necessary to
develop a sensitive and simple method to monitor testosterone and its epimer epitestosterone. An off-
line immunoaffinity extraction followed by capillary electrophoresis for simultaneous determination of
testosterone and epitestosterone has been described in this paper. Anti-epitestosterone monoclonal anti-
body which is specific to both testosterone and epitestosterone had been prepared and immobilized on
a Sepharose 4B stationary phase. The immunoaffinity column was used for sample cleanup, extraction
and preconcentration. After elution and reconstitution, testosterone and epitestosterone in the sample
were separated and quantified by micellar electrokinetic chromatography(MEKC) using the borate buffer
(200 mM borate, pH 8.7) containing 40 mM sodium cholate as a chiral selector. The immunoaffinity col-
umn was evaluated in different parameters such as the retention mechanism, selectivity, binding capacity,
Capillary electrophoresis elution protocol, and reusability. The separation of these two compounds by MEKC was also optimized.
Limit of detection for testosterone and epitestosterone were 5 and 23 ng mL−1, respectively. It was satis-
factory to apply this method to analyze testosterone and epitestosterone in spiked urine sample with the
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recoveries from 78% to 10

. Introduction

Testosterone (17�-hydroxyandrost-4-en-3-one, T) is an endoge-
ous androgen with both anabolic and androgenic effects in human
ody. It plays important roles in male sexual differentiation, acceler-
tes protein synthesis and improves human physical performance.
estosterone and its synthetic derivatives have been widely doped
y athletes since 1950s [1]. Epitestosterone (17�-hydroxyandrost-
-en-3-one, E) is the 17� epimer of testosterone. The structures
f these two compounds are shown in Fig. 1. The normal levels
f testosterone and epitestosterone in healthy male urine are both
0–60 ng mL−1 [2]. The ratio of the two compounds (T/E) is remark-
bly stable in males [3]. The administration of testosterone will
ncrease the ratio of T/E and the threshold for doping control has
een set as 4 [4]. Thus, epitestosterone has been applied illegally
o mask testosterone intake. The cut-off level of epitestosterone

n urine had to be set as 200 ng mL−1 by International Olympic
ommittee in 1992.

Different kinds of techniques have been developed in the
onitoring of testosterone and its relative compounds such as

∗ Corresponding author at: College of Chemistry, Peking University, Beijing
00871, China. Tel.: +86 10 6275 4680; fax: +86 10 6275 1708.

E-mail address: zxx@pku.edu.cn (X.-X. Zhang).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.11.048
© 2008 Elsevier B.V. All rights reserved.

chromatographic methods including GC–MS [5] and HPLC–MS
[6]; and immuno-based methods including radioimmunoas-
say [7], enzyme-linked immunosorbent assay (ELISA) [8], and
immunosensor [9]. Capillary electrophoresis (CE) has also been
used recently [10–12]. Normally, enzymatic hydrolysis is needed
for most detection since the conjugation with glucuronic acid and
sulfate is a common route of metabolism for steroids [13]. Analysis
of the conjugated forms has also been reported [14]. Different
kinds of pretreatment processes such as liquid–liquid extraction,
solid phase extraction, and supercritical fluid extraction have to be
applied before the chromatographic separation. On the other side,
cross-reactivities in immunoassay will cause the false positive
results. Thus alternative approaches should be developed to sim-
plify the pretreatment and enhance the selectivity. Immunocapture
is one of the specific extraction techniques and a group of immuno-
logical similar compounds can be trapped and then separated by
chromatographic procedure. Off-line and on-line combinations
of immunoaffinity column (IAC) with HPLC and GC have been
reported [15]. The specificity of immunoassay and the separation
ability of chromatography make this approach attractive.
CE is a powerful separation technique with the advantages of
low sample and reagent consumption, high efficiency and speed. It
has been used in the detection of a broad range of analytes from
cell to small molecule. The neutral compounds can be separated
efficiently by MEKC mode. The sensitive detectors such as laser
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Fig. 1. Structures of testosterone and epitestosterone.

nduced fluorescence can be used to improve the sensitivity of CE.
owever, preconcentration is required in order to achieve lower

imit of detection (LOD) for those analytes without fluorescence or
re unsuitable to be labeled. IAC can be one of the off-line concen-
rator as well as an extractor. The specific preconcentration can be
btained firstly by percolating a large volume of the sample onto
he affinity column and washing any unbounded or non-specifically
dsorbed interferences, and then eluting the specifically captured
ompounds, followed by volatilizing and reconstituting the eluate
nto a small volume for the following separation. This off-line com-
ination of IAC and MEKC has been used in the detection of heroin
etabolites, steroids and natural estrogens [16–18] in our group.
mudsen et al. also described the use of an IAC–MEKC system,
oth off-line and on-line, for the detection of testosterone in urine
amples [2].

It is important to develop a method that can quantify
estosterone and epitestosterone simultaneously since the concen-
rations of them are the key indicators for monitoring testosterone
oping. Anti-epitestosterone monoclonal antibody was prepared
nd used in an immunoaffinity column to extract testosterone
nd epitestosterone selectively in this paper. The eluate from IAC
as concentrated and then separated by MEKC. This has been the
rst time to detect these two steroids simultaneously with high
electivity by IAC–MEKC. Spiked urine samples were also assayed.
esults showed that the presented method was simple, practi-
al, and reliable in simultaneous quantification of testosterone and
pitestosterone.

. Experimental

.1. Apparatus

ELISA was carried out on GENios microplate reader (TECAN Co.,
ustria). Experiments on affinity column were performed at 4 ◦C

n a chromatography refrigerator (Beijing Freezing Equipment Fac-
ory). Capillary electrophoresis experiments were performed on

DQ CE system equipped with a PDA detector (Beckman Coul-
er Instrument, Fullerton, CA, USA). Other related instruments
sed in the experiments included GS-15R multi-purpose refrigerate
entrifuge (Beckman, Fullerton, CA, USA), Cary 1E UV–vis spec-
rophotometer (Varian Instruments, USA) and IP-41 CO2 incubator
Yamato, Japan).

.2. Material and reagents

Testosterone, 17-methyltestosterone and carboxymethoxy-
amine hemihydrochloride were purchased from Acros (NJ, USA).
androlone was purchased from Yumei Biological Health-Care
o. Ltd. (Hangzhou, China). Epitestosterone, estrone, estra-

iol, estriol, N-hydroxysuccinimide (NHS), 1-ethyl-3-(3-dimethyl-
minopropyl)-carbodiimide·HCl (EDC), bovine serum albumin
BSA), sodium cholate, polyethylene glycol 1500, HAT medium, Fre-
nd’s complete adjuvant and Freund’s incomplete adjuvant were
urchased from Sigma (St. Louis, MO, USA). Cocaine hydrochlo-
78 (2009) 464–470 465

ride was from National Institute for the Control of Pharmaceutical
and Biological Products (Beijing, China). The artificial antigen, E and
BSA conjugation at C3 (E-3-BSA), was synthesized by conjugating E
with BSA. The monoclonal antibody was prepared and purified from
ascites collected from immunized Balb/c mice (Monoclonal Labora-
tories, College of Life Science, Peking University, China). Fetal bovine
serum, Dulbecco’s modified Eagle’s medium and normal saline
solution used in the preparation of monoclonal antibody were from
Sijiqing Company (Hangzhou, China), Invitrogen (Carlsbad, CA) and
Siyao Co. Ltd. (Shijiazhuang, China) respectively. Horseradish per-
oxidase (HRP)-conjugated goat anti-mouse IgG was obtained from
Huamei Biochemicals (Beijing, China). CNBr-activated Sepharose
4B was purchased from Pharmacia Biotech (Uppsala, Sweden).
Methanol was from Beijing Chemicals (Beijing, China). All other
chemicals were of analytical-reagent grade. Female urine sample
were provided by a healthy volunteer (25 years old without preg-
nancy), and stored at −20 ◦C at dark for one day.

In ELISA, phosphate buffered saline (PBS, 0.01 M, pH 7.4) was pre-
pared. Sodium carbonate–sodium bicarbonate solution (50 mM, pH
9.6) was used as coating buffer. Blocking buffer was made by dis-
solving 1 g of glutin in 100 mL of PBS, and washing buffer (PBST)
consisted of 500 �L of Tween-20 and 1 L of PBS. The substrate solu-
tion was prepared before use by mixing phosphate buffer (0.1 M,
pH 6.0), 3,3′,5,5′-tetramethylbenzidine (TMB) (6 mg mL−1 in DMSO)
and H2O2 (30%) at a volume ratio of 1000:10:1.5.

4 mg mL−1 of stock solutions of epitestosterone, testosterone
and their analogs were prepared in methanol and stored at −20 ◦C.
The working solutions were made by diluting the stock solutions
with PBS serially.

2.3. Anti-epitestosterone monoclonal antibody

2.3.1. Synthesis of artificial antigen
E-3-hapten was designed and prepared as follows: The mixture

of 0.2 g of epitestosterone, 0.2 g of carboxymethoxylamine hemihy-
drochloride and 4 mL of 5% sodium hydroxide in 40 mL of ethanol
was stirred by heating to reflux for 10 h. The solvent was removed
under reduced pressure, and the residue was dissolved in 3 mL
of water and washed with 5 mL of diethyl ether for three times.
The water layer was neutralized by adding 5 mL of 1 M HCl until
white solid precipitated, and then extracted with 10 mL of diethyl
ether for three times. The organic layer was collected and filtered
after drying over anhydrous MgSO4, and the filtrate was concen-
trated. On standing, 0.15 g of E-3-hapten was obtained as a yellow
solid by crystallization (yield = 60%, IR: –COOH, 3000–3300 cm−1,
ESI–MS: [M+H]+ m/z 362). According to similar method previously
reported [19], E-3-hapten was covalently attached to BSA as an
immunogen for antibody producing and coating antigen for ELISA.
The synthesis procedure of E-3-BSA was shown in Fig. 2. The molar
ratio of E-3-hapten, NHS, EDC and BSA was 40:50:50:1. After dia-
lyzed exhaustively against PBS and deionized water to remove the
unbound hapten and residual solvent, the artificial antigen was
lyophilized to white powder and stored at −20 ◦C before use.

2.3.2. Production of the monoclonal antibody
E-3-BSA was dissolved in 500 �L of normal saline solution and

emulsified with 500 �L of Freund’s complete adjuvant. Each of Five
Balb/c mice was injected intraperitoneally with 70 �g of antigen.
Two weekly booster injections were given with a similar dosage
of antigen emulsified with an equal volume of Freund’s incom-
plete adjuvant after 3 and 5 weeks. One week after final booster,

serum was taken and tested to be positive. Spleen cells from immu-
nized mice were fused with Sp2/0 myeloma cells at a ratio of
10:1 in the presence of 50% polyethylene glycol 1500. Fused cells
were cultured in HAT medium (100 �M sodium hypoxanthine,
0.4 �M aminopterin, and 16 �M thymidine in Dulbecco’s modi-
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Fig. 2. Synt

ed Eagle’s medium supplemented with 20% fetal bovine serum)
t 37 ◦C in CO2 incubator, until all nonfused Sp2/0 cells were elim-
nated. The hybridoma cells were selected by indirect ELISA with
ontinuously high positivity. Hybridomas chosen were cloned by
he limited dilution method, and final hybridoma cells which devel-
ped monoclonal antibody against epitestosterone were expanded
nd transferred into liquid nitrogen for long-time storage. Positive
ybridoma cells (106 cells per capita) were injected into Balb/c mice
re-injected with paraffin intraperitoneally to produce the mono-
lonal antibodies. The ascites were collected 7 days later and stored
t −20 ◦C.

Monoclonal antibody was purified based on caprylic acid-
aturated ammonium sulfate method [19]. Suspension emulsion of
97 �L of caprylic acid and 1.5 mL of acetate buffer was gently added
o 3 mL of ascites and 4.5 mL of acetate buffer (0.06 M, pH 4.8). The
ormed solution was slowly stirred for 30 min and then centrifuged
t 13000 rpm for 30 min at room temperature. The precipitate was
iscarded and the supernatant was adjusted to pH 7.4 with 1.0 M
aOH. Saturated ammonium sulfate (pH adjusted to 7.4) of the

ame volume was added dropwise under stirring. The obtained
olution stood for 2 h and then was centrifuged at 13000 rpm for
min at 4 ◦C. The supernatant was discarded and the precipitate
as dissolved in 1 mL of PBS. The solution was dialyzed against

BS for 24 h, aliquoted and then stored at −20 ◦C. The concentra-
ion of purified antibody was determined by UV method using the
owry–Kalckar formula: CProtein (mg mL−1) = 1.45A280 − 0.74 A260,
here A280 and A260 represent the ultraviolet absorbance at 280

nd 260 nm, respectively.

.3.3. Titer and affinity constant for purified antibody
The optimized concentration of coating antigen and the titer of

urified antibody were determined by ELISA based on a chessboard
ethod [18]. A 96-well microtiter plate was coated with 100 �L of

oating buffer containing E-3-BSA at an optimized concentration
or 16 h at 4 ◦C. Then the wells were washed with PBST for three
imes and blocked with 1% glutin in PBS for 2 h at 37 ◦C. After washed
or three times with PBST, 100 �L of 10-fold serially diluted purified
ntibodies were added to each well and incubated for 1 h at 37 ◦C.
fter the same washing procedure, 100 �L of 5000-fold diluted
RP-labeled goat anti-mouse IgG was added and incubated for 1 h

t 37 ◦C. Then the wells were washed with PBST for three times
nd deionized water twice. 100 �L of substrate solution contain-
ng TMB, H2O2 and phosphate buffer was added and subsequently
laced in dark to react for 15 min. The enzyme reaction was stopped
ith 50 �L of 2 M H2SO4 and the absorption was read by the GENios
of E-3-BSA.

at 450 nm. The affinity constant was measured at different concen-
trations of coating antigen (125, 250, 500 and 1000 ng mL−1). Other
steps were the same as above.

2.3.4. Cross-reactivities of monoclonal antibody with
epitestosterone analogs

The specificity of the obtained monoclonal antibody was inves-
tigated by testing its cross-reactivities with several epitestosterone
analogs (testosterone, nandrolone, 17-methyltestosterone, estrone,
estradiol and estriol) by competitive ELISA. The microtiter plate
was coated with 100 �L of E-3-BSA at an optimized concentration.
50 �L of the competitive compounds were then added at different
concentrations together with 50 �L of the 104-fold diluted purified
antibody. Other steps were the same as described in Section 2.3.3.

2.4. Preparation of immunoaffinity column

0.33 g of CNBr-activated Sepharose 4B was swelled and washed
with 1 mM HCl, and then added to 5 mL of coupling buffer (0.1 M
NaHCO3, 0.5 M NaCl, pH 8.3) containing 11 mg of the monoclonal
antibody. The coupling reaction was performed in a rotated vessel
for 3 h at 20 ◦C. After the slurry was poured into a glass column with
0.7 cm i.d., the excess ligand was washed out with coupling buffer.
The remaining active groups were blocked with Tris–HCl buffer
(0.1 M, pH 8.0) for 2 h. The gel was then washed for three times by
repeating the cycles of 5 mL of NaAc–HAc buffer (0.1 M, pH 4.0) fol-
lowed by 5 mL of Tris–HCl buffer (0.1 M, pH 8.0). Both of the buffers
contained 0.5 M NaCl. Finally, the column was equilibrated with
PBS. Another two columns with anti-morphine polyclonal antibody
and without any antibodies, which were taken as controls, were
prepared by similar procedure.

2.5. Procedure of immunoaffinity extraction

Loading samples: 3 mL of samples with different concentrations
of the analytes were loaded into the IAC continuously. Washing:
The column was washed with 5 mL of PBS and 1 mL of deionized
water in order to wash out the unbounded or weakly bounded
analytes. Eluting: 1 mL of 80% methanol in water was used to
elute captured analytes at room temperature. Preconcentration:

Methanol in collected eluate was volatilized under vacuum dry
oven (0.08 MPa, 60 ◦C) and the final analyte was dissolved in 30 �L
of borate/sodium cholate buffer (200/40 mM, pH 8.7) and analyzed
by MEKC. Regeneration: IAC was regenerated by 5 mL of PBS. The
flow velocity throughout the experiments was set to be 15 mL h−1
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y controlling the valve at the end of the glass column. The IAC
rocedures were carried out at 4 ◦C in chromatography refrigerator

n order to keep the activity of antibody.

.6. MEKC separation

A fused-silica capillary (32 cm × 50 �m i.d., 20 cm effective
ength) (Ruifeng Inc., Hebei, China) was used in the separation.
apillary electrophoresis conditions were set as follows: applied
oltage, 15 kV (80 �A); sample injection, 0.5 psi for 10 s; capillary
emperature, 15 ◦C. Signals at 254 nm were collected for quantifi-
ation.

The capillary was conditioned daily by sequentially rinsing (pos-
tive pressure, 20 psi) with 1 M NaOH for 10 min, deionized water for
0 min and running buffer for 5 min. Between consecutive analyses,
he capillary was only rinsed with running buffer for 2 min.

The running buffer was borate buffer (200 mM, pH 8.7) contain-
ng 40 mM sodium cholate. All the solutions were filtered through
.22 �m membrane and degassed by ultrasonication before
se.

. Results and discussion

.1. Anti-epitestosterone monoclonal antibody

The hapten–protein conjugate was first introduced by Land-
teiner to induce immune responses against non-immunogenic
ompound since immune system cannot recognize relatively small
olecules [20]. In our work, epitestosterone was linked to BSA to

ncrease its immunogencity. The conjugation product or so-called
rtificial antigen was confirmed by UV and MS. The UV absorbance
pectra of E-3-hapten, BSA, and E-3-BSA conjugate were recorded
rom 200 to 400 nm (Supporting Information Fig. 1). All absorbance
alues of E-3-BSA conjugate between 230 and 280 nm were higher
han those of BSA, which were contributed by the hapten. The con-
ugation ratio (n) of E-3-hapten and BSA was calculated as 26 via the
ollowing formula, where MW of E-3-BSA and BSA were measured
o be 75390 and 66451 by MALDI-TOF-MS (Supporting Information
ig. 2).

= MWE-3BSA − MWBSA

MWE-3−hapten

Monoclonal antibodies are generally made by cloning cells
ontaining a particular antibody gene to produce a population
f identical cells derived from a single cell. The cloning cells
ere obtained by the fusion of spleen cells of an immunized
ouse and myeloma cells. Two hybridoma cell lines that stably

ecreted epitestosterone monoclonal antibodies were obtained:
D7 belonged to IgG2a and 1E5 belonged to IgG1. The hybridoma
ell lines were verified by chromosome analysis. The aver-
ge chromosomes were 90–92. Both antibodies showed similar
ross-reactivities, However, the titer of 3D7 was a little higher.
hus 3D7 was used for following immunoassay. The concentra-
ion of purified monoclonal antibody was 8.6 mg mL−1 by UV

easurement. With an optimized coating antigen concentration
15 �g mL−1 of E-3-BSA), titer of purified antibody was found to
e 1:105.2 (antibody dilution corresponding to 50% of the max-

mum absorption). Affinity constant (Kaff) which represents the
inding stability of antigen–antibody complex was determined
y ELISA based on the law of Mass Action [21]. The affinity con-

tant of anti-epitestosterone monoclonal antibody and E-3-BSA
as 9.3 × 109 M−1, which was high enough for immunoassay. The

ross-reactivities of monoclonal antibody with epitestosterone
nalogs were determined by ELISA and calculated according to
0% displacement method [22]. As shown in Fig. 3A, the cross-
78 (2009) 464–470 467

reactivities with all analogs were lower than 1%, indicating the
excellent specificity of this anti-epitestosterone monoclonal anti-
body.

3.2. Evaluation of immunoaffinity column

The absolute amount of anti-epitestosterone monoclonal anti-
body immobilized in 0.33 g of CNBr-Sepharose 4B was 11.0 mg
(33 mg g−1) which was determined by measuring the concentra-
tions of antibody before and after the coupling reaction. The final
gel volume of the affinity column (dead volume) was about 1 mL.

In order to investigate whether epitestosterone can be retained
on the immunoaffinity column, breakthrough curves from three
different columns were compared. Column 1 contained 11 mg
of anti-epitestosterone antibodies, while the other two control
columns contained the same amount of anti-morphine antibod-
ies (column 2) and only pure Sepharose 4B matrix (column 3),
respectively. An epitestosterone standard solution (5 �g mL−1 in
PBS) was loaded onto each column and the eluate was collected in
each 470 �L fraction. The concentrations of epitestosterone in the
eluate were determined by UV method. The breakthrough curves
obtained in columns 2 and 3 were similar. In both cases, epitestos-
terone was already detected in the first fraction after discarding
the dead volume of 1 mL. In contrast, epitestosterone was strongly
retained in column 1. The breakthrough of epitestosterone was not
observed until 3.7 mL (Fig. 3B). These results demonstrated that
the retention of epitestosterone in the immunoaffinity column was
specific.

Selective extraction was the primary objective of immunoaffin-
ity assay. However due to the cross-reactivities of antibody, other
analytes with a similar structure to hapten may also be captured.
Here, the retentions of several analogs on affinity column were
investigated by front analysis method. The breakthrough volume in
Fig. 3C reflected the extent of cross-reactivities. The analogs with
stronger cross-activity will show larger breakthrough volume. Tar-
gets or analytes (5 �g mL−1 in PBS for each) were loaded onto the
immunoaffinity column. The eluate was collected in each 470 �L
fraction and determined by UV method. With the same loading
concentration, epitestosterone showed the largest breakthrough
volume of 3.7 mL, while the control analyte (cocaine hydrochloride)
with a completely different structure, and epitestosterone analogs
(estrone, estradiol, estriol, nandrolone, and 17-methyltestosterone)
gave nearly no retention. Breakthrough volumes of all of them
were less than 1.0 mL. There was some retention of testosterone on
the affinity column (breakthrough volume of 3.2 mL) even though
anti-epitestosterone antibody showed no cross-reactivities with
testosterone in ELISA. This could be due that the excess antibodies
on the column increased the capacity to closely related analytes.
When immunoaffinity extraction was followed by a separation
technique such as chromatography and capillary electrophore-
sis, the cross-reactivities of antibody turned out to be a positive
feature. A group of related drugs may be extracted, preconcen-
trated and separated simultaneously [23]. Thus testosterone and
epitestosterone can be co-extracted by this anti-epitestosterone
antibodies immobilized affinity column and separated by capillary
electrophoresis.

Binding capacity is defined as the maximal amount of antigen
captured by immobilized antibodies. It is very important not to
overload the capacity in quantitative analysis. The theoretical bind-
ing capacity was calculated according to the amount of immobilized
antibody. Because the antibodies immobilized on the column was

11.0 mg and each antibody has two antigen binding sites, the bind-
ing capacity of the affinity column of epitestosterone was estimated
to be 38.4 �g. The experimental binding capacity was measured by
overloading epitestosterone with different concentrations and vol-
umes and then testing the amount of captured antigen, which were
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Fig. 3. (A) Cross-reactivities of anti-epitestosterone monoclonal antibody with epitestosterone analogs by ELISA method. Testosterone (T), nandrolone (N), 17-
methyltestosterone (MT), estrone (E1), estradiol (E2), and estriol (E3). The microtiter plates were coated with 100 �L of 15 �g mL−1 E-3-BSA. The concentrations of analytes
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ere 100, 10, 1, 0.1, 0.01, 0.001, and 0.0001 �g mL−1, respectively. (B) Breakthroug
oupled with anti-epitestosterone antibody; column 2: Sepharose 4B coupled with
urves of several analytes obtained in affinity column immobilized with anti-epite
D) Elution profile of epitestosterone with different percentages of methanol.

etween 19.6 and 21.3 �g (Supporting Information 3). It was rea-
onable that the experimental binding capacity was lower than the
heoretical one, which also happened in other supporting materi-
ls [24]. The theoretical binding capacity was estimated based on
he hypothesis that the antibody activity was fully retained and
ctive sites accessibility was complete when estimating the theo-
etical binding capacity. However the random orientated antibody
nd the steric hindrances may prevent the antigen from access
o complementary-determining-regions, resulting in the relatively
ower experimental binding capacity.

.3. Eluting conditions

The antigen–antibody complex was formed via electrostatic
orces, hydrogen bonds and van der Waals forces. The complex had
o be disrupted by effective elution solvent to dissociate the ana-
yte without adversely affecting the immobilized antibodies. Low
H solvent and water–organic modifier mixture were generally
sed. Although the change of pH avoided damaging immobilized
ntibodies, large volume of solution was required for complete dis-
ociation. Thus the low pH solvent was not suitable for off-line
rocedure. High percentage of an organic solvent was chosen to dis-

ociate captured small molecules efficiently in our experiment. The
olatility of organic solvent made off-line preconcentration eas-
er. The actual methanol concentration needed was dependent on
he affinity of immobilized antibody. In order to make a compro-

ise between complete elution and minimal damage to antibody,
ves of epitestosterone (5 �g mL−1) in different columns. Column 1: Sepharose 4B
morphine antibody; column 3: Sepharose 4B without antibody. (C) Breakthrough
rone monoclonal antibody. Sample concentration was 5 �g mL−1 for each analyte.

different percentages of methanol in water (40%, 60%, 80%, 100%)
were investigated with 200 �L as an elution fraction. After the load-
ing of epitestosterone (5 �g mL−1), each of the elution fraction was
detected by UV. The elution results were shown in Fig. 3D. No tar-
get compounds were eluted when the percentage of methanol was
less than 50% and the recovery of these compounds increased with
the increase of methanol. Finally, 80% methanol (in water, v/v) was
chosen as the suitable elution solvent, with the recovery of 93.4%.
No damage to antibody was observed because of its short exposing
time to organic solvent.

3.4. MEKC separation

It is difficult to separate testosterone and epitestosterone in
typical CE mode because those two compounds are diastereomers
and neutral under CE conditions. MEKC which is very suitable for
the separation of neutral analytes with the aid of micelles [25].
Testosterone and epitestosterone can be separated easily by adding
40 mM chiral ionic surfantant (sodium cholate) into 200 mM borate
buffer. CE conditions such as temperature and applied voltage
were optimized. Capillary temperature was studied in the range
of 15–25 ◦C. Results showed that the best separation efficiency was
obtained at 15 ◦C. As for the applied voltage, 15 kV (469 V cm−1)

was applied in 32 cm capillary considering the effect of current and
Joule heat. Testosterone and epitestosterone can be baseline sepa-
rated within 7 min under the optimized conditions. RSDs (n = 5) for
migration times and peak heights were 0.12%, 3.0% (T) and 0.04%,
2.8% (E), respectively.
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Fig. 5. Electropherograms of blank and spiked urine samples. (a) Blank urine sample
without pretreatment by IAC; (b) blank urine sample with pretreatment by IAC; (c)
spiked urine sample (500 ng mL−1 testosterone, and 500 ng mL−1 epitestosterone)
with pretreatment by IAC. Peak 1: epitestosterone; peak 2: testosterone. CE con-
ditions: running buffer, H3BO3/Na2B4O7 (200/50 mM) containing sodium cholate
(40 mM), pH 8.7; applied potential, 15 kV; temperature, 15.0 ◦C; injection, 0.5 psi for
10 s; detector, UV at 254 nm.

Table 1
Quantification of testosterone and epitestosterone in spiked urine samples.

Sample Spiked sample
(ng mL−1)

Detected sample
(ng mL−1)

Recovery
(%)

RSD (%,
n = 3)

T 100 76 ± 8 78 9
Fig. 4. Calibration curves of standard E and T samples by IAC–MEKC method.

.5. Evaluation of off-line IAC–MEKC method

Series of standard samples with the same concentration of
estosterone and epitestosterone (0.05, 0.1, 0.25, 0.5, 1.0 �g mL−1)
ere analyzed by IAC extraction and MEKC separation (Fig. 4). The

verage RSD of testosterone and epitestosterone for three repeti-
ions was 9% and 3%, respectively. Calibration curves of the peak area
A) versus concentration (c) for testosterone and epitestosterone
ere as follows:

: A = 3.22 × 104 × c + 752 (r2 = 0.978)

: A = 2.61 × 104 × c − 432 (r2 = 0.996)

LOD of testosterone and epitestosterone were 5 and
3 ng mL−1 (S/N = 3), and their linear ranges were 17–500 and
1–1000 ng mL−1, respectively. This relatively low LOD was
chieved due to the preconcentration after elution. Since the
bnormal levels of testosterone and epitestosterone in urine are
bove 200 ng mL−1, both LODs and linear ranges can meet the
equirement of testosterone doping detection. 3 mL of sample was
oaded onto the IAC and the eluate was reconstituted in 30 �L CE
eparation buffer, thus the theoretic preconcentration factor of
AC should be 100. The immobilized antibody showed excellent
tability, with the column capacity of IAC keeping constant even
fter 119 runs during 3 months.

.6. Application in spiked urine samples

The normal values of testosterone and epitestosterone in healthy
emale urine are very low (less than 0.6 ng mL−1) [26]. Further-

ore, most of them in urine exists in conjugated forms and
annot be detected without enzyme hydrolysis. Thus such urine
an be used as blank urine sample. Fig. 5a showed the MEKC sep-
ration of blank urine sample without IAC pretreatment. There
ere many unknown peaks from complicated urine sample, which
ould interfere with the analysis of target compounds. On the con-

rary, after pretreatment by IAC, nothing was retained (Fig. 5b).
his result proved that the IAC was specific to testosterone and
pitestosterone. The interferences from complex matrix can be
liminated.

The spiked urine samples were obtained by diluting the testos-
erone and epitestosterone stock solutions with the blank urine.
oncentrations of T and E in the spiked urine samples above and

elow the normal level (500 and 100 ng mL−1) were investigated.
amples were analyzed by the developed procedure. Electrophero-
ram in Fig. 5c showed that testosterone and epitestosterone were
learly identified. Analysis data including recoveries were shown
n Table 1. Satisfactory recoveries (78–109%) of these urine samples
500 547 ± 33 109 6

E 100 81 ± 2 80 3
500 443 ± 23 89 5

indicated that this IAC–MEKC method was promising to be applied
in practical detection.

4. Conclusions

A simultaneous determination of testosterone and epitestos-
terone in urine samples was achieved by an off-line IAC–MEKC
procedure. Samples could be cleaned up and preconcentrated by
IAC, and targets were separated by MEKC. After more than 100
cycles during 3 months, the IAC still worked well without any
decrease of the efficiency, which proved its good durability and
reusability. Since the concentration and ratio of testosterone and
epitestosterone are the key indicators to determine the abusing of
testosterone, the simultaneous detection of them with high selec-
tivity was of great significance. This developed approach will be a
potential complement to the current methods.
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a b s t r a c t

A supercritical fluid extraction method combined with high-performance liquid chromatography-
fluorescence detection was developed for the determination of enrofloxacin, danofloxacin, and
ciprofloxacin in pig muscle, lung, and kidney samples. The optimal SFE conditions were 80 ◦C, 300 kg/cm2,
30% methanol for 40 min as a dynamic extraction time, in addition to 0.2 g Na4EDTA and 7.0 g sea sand in
vailable online 25 November 2008

eywords:
luoroquinolones
upercritical fluid extraction
a4EDTA

nert matrix

the extraction vessel. The use of Na4EDTA and sea sand on SFE extraction resulted in improvement of the
recoveries of ciprofloxacin, a polar and hydrophilic compound, as well as enrofloxacin and danofloxacin.
Overall, the recoveries ranged from 86.7 to 113.1% using the Na4EDTA/sea sand-assisted SFE extraction
method. The Na4EDTA/sea sand-assisted SFE-HPLC-FLD validated method was successfully carried out
in pig tissues, and proved to be specific, sensitive, reliable, and accurate. The method was also applied
satisfactorily for accurate quantitative residue analysis in incurred pig tissues.
ig tissues

. Introduction

Veterinary drugs are currently being used on a large scale in
ood-producing animal husbandry practices. The majority of these
rugs are administered either by injection or orally in the form
f feed additives or via drinking water for pigs, broiler and lay-
ng chickens, beef cattle, dairy cows, and fish in order to prevent
r treat bacterial infections, as well as to increase the animal mass
1]. There are 17 classes of antibiotics currently available for human
se; some of these antibiotics are also being used in animal feeds.

luoroquinolones (FQs) are currently being considered as the last
esort antibiotics [2].

The FQs are one of the major classes of antibiotics being used in
ivestock industries because they have a broad spectrum of activity
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039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
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© 2008 Elsevier B.V. All rights reserved.

against both Gram-positive and Gram-negative bacteria [3]. These
antibiotics have received great attention due to the potentials for
both oral and parenteral routes of administration, good tolerability
for handling, excellent diffusion throughout tissues, strong activ-
ity against Gram-negative bacteria, fewer side effects, and long
half-lives. In particular, the ease of their oral administration has
justified their widespread adoption in animal industries [4–7]. The
widespread administration and extensive use and misuse of the FQs
can be a cause of a potential risk, as drug residues may remain in
edible tissues [8]. The presence of drug residues in livestock prod-
ucts gives rise to public health concerns (related to toxic effects,
development of resistant strains of bacteria, allergic hypersensitiv-
ity reactions, etc.) as well as environmental and industrial (cheese
or yoghurt production, etc.) problems [9,10].

Maximum residue limits (MRLs) of veterinary medicines and
their residual analyses in foodstuffs of animal origin have been
continuously assessed and established not only to determine

admissible use, but also to produce and serve safe livestock prod-
ucts to consumers. Among the FQs, enrofloxacin (ENRO) and
danofloxacin (DANO) are often used to treat respiratory, urinary
tract, and enteric bacterial infections in cattle, swine, chicken, and
turkey, as well as diseases in aquacultured fish [11,12]. The safety
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se guidelines in animals and MRL of ENRO and DANO in meat
ave been established by the Korea Food and Drug Administration
KFDA). The MRL values in pig tissues such as muscle, liver, fat, and
idney are in the range of 100–300 �g/kg for enrofloxacin (the sum
f enrofloxacin and ciprofloxacin (CIP) as the main metabolite), and
n the range of 50–200 �g/kg for danofloxacin.

Determination of the FQs in body fluids and animal tissues has
een carried out using various analytical methods. Most extrac-
ion methods have utilized traditional liquid extraction methods
ith organic solvents or mixtures of organic liquids and acidic

r basic liquids; in some of these techniques, extraction is fol-
owed by solid-phase extraction cleanup [4,8,9,13–16]. Matrix solid
hase dispersion (MSPD) with bulk C18 [17], a form of diphasic
ialysis using cellulose dialysis tubing [18], and the accelerated
olvent extraction method [19] were developed as new extraction
rocedures. Detection methods have generally taken advantage of
igh-performance liquid chromatography (HPLC) equipped with an
ltraviolet [4,8,20], fluorescence [9,13–16,21], or photodiode array
etector [22,23]. Other techniques such as immunoaffinity chro-
atography [24,25] and capillary electrophoresis with a diode array

etector or laser-induced fluorescence detector [6,26] have also
een used. Recently, LC coupled with mass spectrometry (MS) or
lectrospray tandem mass spectrometry (MS/MS) detection has
een reported for confirmation of the FQ identities in biological
10,27–30] and environmental samples [31,32].

Another extraction method is supercritical fluid extraction (SFE)
sing supercritical carbon dioxide, which has a comparatively low
ritical temperature (31.1 ◦C) and pressure (75.3 kg/cm2). Supercrit-
cal CO2 is the most widely used of these methods, and is able to
asily extract nonpolar or slightly polar compounds, but not polar
olecules because of the properties of supercritical CO2 [33,34].
owever, the range of solvation power of supercritical CO2 is con-
eniently varied by changing the temperature or the pressure of
he fluid and/or modification of the fluid with a polar solvent such
s water, methanol, ethanol, or acetonitrile [35,36]. The control of
he various parameters allows the extraction of compounds with
wide range of polarities. The use of SFE has been introduced as
n alternative conventional liquid solvent extraction method. The
FE method has been applied for the extraction of phytochemicals
36–39] and the analysis of pesticides [40–42], antibiotics [43,44],
CBs [45], and PAHs [46,47] from various samples. SFE is more eco-
omical, environmentally acceptable, and simpler than traditional

Fig. 1. Chemical structures
8 (2009) 348–357 349

solvent extraction methods. Determination of the FQs in chicken
breast muscles and eggs by a combination of SFE and HPLC has been
reported by the author’s laboratory [44,48]. This paper describes an
extraction and cleanup procedure for ENRO, DANO, and CIP in pig
muscles, lungs, and kidneys using SFE with EDTA tetra-sodium salt
and inert matrix, followed by centrifugation and determination by
HPLC-FLD. After that, the residual concentrations of ENRO, DANO,
and CIP were determined simultaneously at set intervals from pig
tissues that were treated through oral or intramuscular administra-
tion. To the best of our knowledge, this article is the first to report
the excellent efficiency of SFE for the determination of FQs in animal
tissues.

2. Experimental

2.1. Chemicals and materials

Reference standards of enrofloxacin (ENRO) and danofloxacin
(DANO) of certified purity were purchased from Riedel-de
Haën (Sigma–Aldrich GmbH, Seelze, Germany). A standard of
ciprofloxacin (CIP) was kindly supplied by Jailjedang (Seoul, Repub-
lic of Korea). Their chemical structures are shown in Fig. 1. Sodium
sulfate monobasic, phosphoric acid, (ethylenedinitrilo)-tetraacetic
acid tetra-sodium salt (Na4EDTA), ammonium sulfate, and hyflo
super cel medium were bought from Sigma (Missouri, USA). Sea
sand (15–20 mesh) was obtained from Junsei Chemicals Co. Ltd.
(Tokyo, Japan). All organic solvents used throughout the study
were of HPLC grade, and were obtained from Merck (Darmstadt,
Germany). All other chemicals were of analytical grade, unless oth-
erwise stated.

2.2. Supercritical fluid extraction system

Jasco Model PU980 dual pumps (Tokyo, Japan) were used for
supercritical fluid extraction. One pump was for pure liquid CO2
changed from gas by circulating antifreezing liquid in the cool-

ing jacket connected to a RBC-10 Refrig, Bath Circulator (Jeio Tech,
Seoul, Republic of Korea), and the other was for methanol. Both
pumps were connected to a 10-mL stainless SFE vessel (10 mm
i.d. × 15 cm length) to make liquid CO2 into supercritical CO2, which
was placed in a column oven chamber (Jasco Model CO-965)

of fluoroquinolones.
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irectly connected to the same SFE extraction vessel noted pre-
iously. This was then connected to an SFE pressure regulator. The
ressure of supercritical fluid and sample elution were controlled
y a Jasco Model 880-81 pressure regulator.

.3. High-performance liquid chromatography

The HPLC system consisted of a Shimadzu (Japan) Model SCL-
0A VP system controller, model LC-6 AD dual pumps, a CTO-20A
olumn oven, a spectrofluorometric detector (RF-10 A), and a
himadzu provided CLASS VP computing program. Analytical sep-
ration of the antibiotics from the pig tissues was achieved on a
50 mm × 4.6 mm i.d., 5 �m, pre-packed Apollo C18 column (All-
ech, Illinois, USA), protected by a 4.6 mm × 7.5 mm, 5 �m, Apollo
18 guard column, and eluted by a mobile phase consisting of a
2:18 (v/v) mixture of phosphate buffer (pH 3.0) and acetonitrile,
espectively. The concentration of phosphate buffer was 0.04 M,
repared by dissolving 4.8 g of sodium sulfate monobasic (≥99%)

n 1 L of deionized water. The pH of this liquid was then adjusted to
.0 by the addition of 50% phosphoric acid. Chromatographic sepa-
ation in the column was carried out at ambient temperature, 40 ◦C,
nd the flow rate of the mobile phase was 1 mL/min. The FQs were
imultaneously detected at an excitation wavelength of 278 nm and
n emission wavelength of 450 nm.

.4. Preparation of stock and working solution

The stock solutions of the three FQs were prepared by dissolv-
ng 10 mg of each standard in 100 mL of methanol to reach a final
oncentration of 100 �g/mL. The working solutions for the HPLC
njections were prepared by serial dilution of stock solution with

mixture of 0.04 M phosphate buffer and acetonitrile (8: 2, v/v)
t five different levels. The standard and working solutions were
tored at −24 ◦C in amber bottles.

.5. Sample collection

.5.1. Blank pig tissues
Six-week-old pigs with no history of FQ treatment were bought

rom the Corporate Society for Pig Farmers (Gokseong, Republic
f Korea), and were acclimated to experimental conditions with
ntibiotic-free feed and water for 7 days at the animal house of
he College of Veterinary Medicine, Chonnam National University,
wangju, Republic of Korea. The animals were kept in groups in sep-
rate rooms, where the temperature was maintained at 25 ± 2 ◦C.
he average body weight was 56 kg. After acclimatization, all pigs
ere killed, and muscle, lung and kidney were collected. Indi-

idual tissues were chopped, mixed, and stored at −24 ◦C until
nalysis.

.5.2. Incurred pig tissues
Seven-week-old pigs were treated with both ENRO and DANO.

NRO (Entril Capsule, a.i. 50 g/kg, CTCbio Co., Hwaseongsi, Republic
f Korea) and DANO (Advocin, a.i. 25 mg/mL, Brazil, Laboratiorio
fizer Ltd.) were administered orally with feed (Pig solution I, Cargill
ncorporated, Republic of Korea) at a dose of 5.0 and 1.25 mg of
ctive ingredient per kg body weight for 7 and 3 consecutive days,

espectively. The doses were recommended by the Korea Food and
rug Administration (KFDA). Animals were treated with DANO for
days starting at day 5 (the fifth day from the beginning of ENRO

reatment). The treated pigs were killed at days 1, 2, 3, 5, and 7
fter final administration of the drugs, and muscle, lung, and kidney
issues were collected. All samples were packed separately and kept
t a temperature of −24 ◦C as soon as possible.
8 (2009) 348–357

2.6. Supercritical fluid extraction and cleanup

Just before the analysis, 2 g of muscle, lung, and kidney sam-
ples were thawed, homogenized, cooled to −70 ◦C and lyophilized
overnight (154.98 kg/cm2) by means of a freeze-dry system (model
SFDSM12, Samwon, Busan, Korea) equipped with vacuum pump
(Samwon, Busan, Republic of Korea). Seven grams of sea sand and
0.2 g of Na4EDTA were put into the extraction vessel, and the dried
samples were transferred and extracted by supercritical CO2 mod-
ified under optimal extraction conditions. The extract was then
evaporated using a vacuum rotary evaporator at a bath tempera-
ture not exceeding 50 ◦C, and the residue was dissolved in 10 mL of
0.04 M phosphate buffer (pH 1.5)–acetonitrile (8:2, v/v). The aliquot
was transferred into a microcentrifuge tube, to which 0.02 g ammo-
nium sulfate and 0.02 g hyflo super cel medium were added. The
mixture was then vortexed for at least 1 min, and was then kept in
the freezer at −24 ◦C for 20 min. After centrifugation at 5000 rpm
for 5 min, the supernatant was filtered through a membrane filter
(PTFE, 0.20 �m) and injected for HPLC.

2.7. Method validation

2.7.1. Specificity
The validation parameters were carried out according to KFDA

guidelines for analytical assay procedures [51]. Specificity was
assessed by analyzing the standards of analytes, drug-free blank
pig tissues, and blank tissues spiked with analytes. All of the peaks
presenting retention times exactly the same as their correspond-
ing standards were investigated using a fluorescence detector. The
spiked blank tissues were prepared at concentrations of 0.05, 0.02,
and 0.1 mg/kg for ENRO, DANO, and CIP, respectively. The drug-free
blank and spiked samples were extracted by SFE as described above.

2.7.2. Sensitivity
To elucidate the sensitivity of the experimental method, the limit

of detection (LOD) and limit of quantification (LOQ) were deter-
mined through the detection of analytes in blank samples. The
standard working solutions were added to blank pig muscle, lung,
and kidney samples, and were then extracted under the optimal
SFE extraction conditions described previously. The LOD and LOQ
were calculated by the ratios of signal-to-noise of the analytes.

2.7.3. Linearity
In order to construct standard calibration curves for linearity

and quantitation of the drugs in treated samples, stock solutions
of ENRO and CIP was serially diluted to obtain five different con-
centrations of 0.005, 0.01, 0.02, 0.05, and 0.1 �g/mL, whereas the
stock solution of DANO was diluted to obtain concentrations of
0.001, 0.002, 0.005, 0.01, and 0.03 �g/mL. The calibration curves
were obtained by plotting the peak area vs. the concentrations of
the working solutions.

2.7.4. Accuracy and precision
The accuracy and precision of the developed method were eval-

uated by intra- and inter-day repeatability. Intra- and inter-day
accuracy and precision were determined using fortified pig muscle,
lung, and kidney samples with ENRO, DANO, and CIP at three con-

centrations (0.05, 0.1, and 0.5 mg/kg), which were extracted under
the optimal SFE extraction conditions. Intra- and inter-day assays
were performed in six replicates for single run and in triplicate for
three different runs, respectively. Since the SFE system used in this
study was able to extract and analyze nine samples a day, it took
6 days for the intra-day assay (n = 54) and 9 days for the inter-day
assay (n = 81, one set of 3 days) for all pig tissues.
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Table 1
Extraction efficiencies of ENRO, DANO, and CIP from fortified pig muscle, lung, and kidney samples on dynamic SFE extraction times.

FQ Tissue 10 min 20 min 30 min 40 min 50 min 60 min

ENRO Muscle 76.8a ± 1.6b 17.7 ± 0.3 5.3 ± 1.2 0.1 ± 0.2 0.1 ± 0.1 Tc

Lung 78.8 ± 2.0 19.0 ± 4.3 2.0 ± 2.5 0.3 ± 0.4 T T
Kidney 73.5 ± 2.6 19.6 ± 3.3 6.2 ± 0.6 0.6 ± 0.3 T T

DANO Muscle 63.5 ± 0.9 25.6 ± 4.7 9.3 ± 4.1 2.0 ± 3.5 T T
Lung 63.1 ± 1.0 30.4 ± 9.5 5.7 ± 1.1 0.7 ± 0.6 T T
Kidney 65.9 ± 6.9 25.1 ± 3.8 7.3 ± 5.6 1.7 ± 0.5 T T

CIP Muscle 52.2 ± 2.2 27.3 ± 7.6 6.3 ± 3.0 5.3 ± 7.6 8.1 ± 6.4 0.8 ± 1.4
Lung 70.5 ± 2.7 27.5 ± 2.7 2.0 ± 1.4 T T T
Kidney 72.7 ± 2.5 15.9 ± 7.4 11.5 ± 6.0 T T T
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a Percentage of area to sum.
b Standard deviation of triplicate.
c Trace.

. Results and discussion

.1. Supercritical fluid extraction

Biological samples such as eggs, milk, and animal tissues are dif-
cult matrices in which to perform veterinary drug analysis because
hey have the potential to form emulsions and foams with extrac-
ion solvent. Protein in biological matrices is a potential binder
ith drugs. These features result in poor extraction and isola-

ion of the FQs [14,50,52]. The current study aimed to use an SFE
xtraction method to overcome these experimental problems. To
chieve optimal extraction conditions for SFE, individual variables
uch as extraction temperature, SFE system pressure, the modifier
atio, and extraction time were considered. Lyophilized blank pig
uscle, lung, and kidney samples were spiked with mixtures of

tandard working solution of ENRO, DANO, or CIP at individual con-
entrations of 0.2, 0.1, and 0.2 mg/kg, individually, and were then
ven-dried at 50 ◦C for 10 min to remove solvent and protect against
he loss of analytes by lyophilization. The temporary conditions for
FE extraction were 30% methanol (as a modifier), 80 ◦C oven tem-
erature, 300 kg/cm2 system pressure, and 3 mL/min flow rate. The
btained results of various experimental parameters that had been
ested on different tissues are presented in Tables 1 and 2 and Fig. 2.

.1.1. Effects of extraction time
The effects of dynamic extraction times for the analytes

ere investigated while other parameters were fixed at 80 ◦C,
2
00 kg/cm , and 30% methanol. The extracts were collected every

0 min for 60 min of the total extraction time after reaching a pres-
ure of 300 kg/cm2. The results were described as a percentage of
ach peak area to the sum of the peak area detected each 10 min
or 60 min, and are shown in Table 1. The results revealed that after

ig. 2. Extraction profile of CIP from fortified pig muscle at 80 ◦C, 300 kg/cm2, using
0% methanol-modified supercritical CO2 flowed with 3 mL/min for 40 min.
40 min there were no residuals of ENRO and DANO. A further study
for static extraction time was not necessary because the FQs were
eluted at an early point in the dynamic extraction time. Although
slight detection of CIP occurred at 50 and 60 min, an extraction time
longer than 40 min is undesirable for extraction efficiency. There-
fore, a dynamic time of 40 min was chosen for the FQs from pig
tissues in subsequent extractions.

3.1.2. Extraction temperature
We studied the effect of temperature on the extraction effi-

ciency of the FQs by varying oven temperature from 40 to 80 ◦C
at increments of 20 ◦C, while the other conditions were the same
as the temporary conditions. The extraction efficiency of the FQs
was improved by increasing the temperature in most of the sets of
parameters shown in Table 2. The recoveries of ENRO and DANO
varied from 89.1 to 100.1% at 80 ◦C in pig tissues. In the case of
ENRO, the recoveries remained constant at both 60 and 80 ◦C, which
indicated that the extractability of modified supercritical CO2 for
ENRO is sufficient at an oven temperature of 60 ◦C at 300 kg/cm2

pressure. These trends demonstrate that the increasing tempera-
ture enhances the vapor pressure of the analytes and desorption
of the analytes from the matrix, although it lowers the fluid den-
sity. Increasing the extraction temperature can provide more of
the energy that is required for the process of desorption [53].
Additionally, the vaporization of the molecule affecting extraction
efficiency may be influenced by high temperature [54]. It was noted
that the enhancement of desorption and the volatility of the ana-
lytes from the matrix, rather than the decrease in solvent density,
may become dominant with increasing temperature [43]. However,
overall recoveries of CIP were below 70% through the three types
of samples. It was decided that the temperature of SFE should be
fixed at 80 ◦C for the FQs in pig tissues.

3.1.3. Extraction pressure
To evaluate the effect of pressure on the SFE efficiency of the

FQs, extractions were performed at pressures of 250, 280, and
300 kg/cm2 for 40 min, at a fixed oven temperature of 80 ◦C. As can
be seen in Table 2, ENRO recoveries increased with increasing pres-
sure. These results led to a rise in solubility of supercritical fluid
owing to the enhancement of fluid density correspondence with
increasing pressure. However, recoveries of CIP were still constant
despite the increasing pressure, and DANO recovery was maximized
at 280 kg/cm2. The pressure was set at 300 kg/cm2 as an optimal
extraction pressure for simultaneous determination of the FQs in
pig tissues.
3.1.4. Extraction modifier
Supercritical CO2 is considered to be a nonpolar solvent like

hexane. This character of supercritical CO2 is adequate for efficient
extraction of nonpolar compounds, but is not capable of functioning
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Table 2
Effects of temperature, pressure, and modifier ratio on the SFE of ENRO, DANO, and CIP from fortified pig muscle, lung, and kidney samples.

Compound Tissue Recoverya (%)

Temperature (300 kg/cm2, 30% methanol, 3 mL/min)

40 ◦C 60 ◦C 80 ◦C

ENRO Muscle 66.6 ± 3.6 92.8 ± 5.5 98.3 ± 2.7
Lung 86.4 ± 12.9 102.9 ± 7.0 100.1 ± 6.9
Kidney 81.9 ± 17.3 103.3 ± 2.7 89.6 ± 2.5

DANO Muscle 70.0 ± 8.7 75.0 ± 10.8 97.1 ± 15.6
Lung 37.6 ± 4.5 59.2 ± 6.6 96.7 ± 24.5
Kidney 36.2 ± 3.2 79.5 ± 10.3 99.2 ± 12.2

CIP Muscle 34.8 ± 2.9 42.1 ± 4.8 63.6 ± 8.9
Lung 38.6 ± 0.2 58.6 ± 3.6 59.5 ± 0.1
Kidney 27.7 ± 4.1 42.9 ± 3.3 67.6 ± 19.1

Pressure (80 ◦C, 30% methanol, 3 mL/min)

250 kg/cm2 280 kg/cm2 300 kg/cm2

ENRO Muscle 78.3 ± 3.6 83.7 ± 17.9 94.0 ± 3.5
Lung 94.1 ± 7.2 94.6 ± 4.7 99.4 ± 7.8
Kidney 71.9 ± 0.4 85.3 ± 3.0 92.8 ± 4.9

DANO Muscle 70.6 ± 20.4 90.8 ± 2.4 61.6 ± 2.0
Lung 93.6 ± 9.9 103.7 ± 4.9 80.8 ± 16.0
Kidney 83.3 ± 3.7 99.2 ± 11.5 73.8 ± 10.7

CIP Muscle 64.6 ± 1.5 45.1 ± 13.8 68.3 ± 3.9
Lung 68.2 ± 4.0 65.3 ± 4.7 55.7 ± 2.6
Kidney 68.1 ± 4.3 53.2 ± 5.1 55.5 ± 11.0

Methanol ratio (80 ◦C, 300 kg/cm2, 3 mL/min)

10% 20% 30%

ENRO Muscle 63.2 ± 0.4 94.6 ± 0.9 94.8 ± 2.1
Lung 75.0 ± 7.5 88.6 ± 7.1 98.1 ± 2.1
Kidney 69.2 ± 1.8 90.2 ± 0.8 92.2 ± 6.5

DANO Muscle 49.3 ± 9.9 62.6 ± 17.6 103.2 ± 0.8
Lung 32.7 ± 0.5 83.8 ± 8.4 95.4 ± 8.5
Kidney 24.5 ± 1.7 66.2 ± 3.2 96.4 ± 12.9

20% 30% 40%

CIP Muscle 38.0 ± 5.8 56.4 ± 19.1 59.0 ± 1.4
Lung 40.8 ± 15.9 54.3 ± 0.2 55.4 ± 2.5
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more polar than ENRO and DANO. Similar observations were also
reported in our previous studies [44,50]. Therefore, it was predicted
that modification of supercritical CO2 with methanol is not suffi-
cient to extract CIP from pig tissues. Meanwhile, the use of water as

Table 3
The limit of detection (LOD) and limit of quantification (LOQ) of ENRO, DANO, and
CIP in pig muscle, lung, and kidney by SFE extraction coupled with HPLC-FLD.

Fluoroquinolone ENRO DANO CIP

LOD (mg/kg)
All tissues 0.01 0.002 0.015

LOQ (mg/kg)
All tissues 0.025 0.005 0.05

MRLa (mg/kg)
Muscle 0.1 0.1 –b

Kidney 0.3 0.2
Kidney 36.7 ± 8.1

a Mean recovery and standard deviation of duplicate determinations.

s an extraction solvent to extract polar materials [49]. It is neces-
ary to add a modifier, usually methanol or ethanol, to enhance
he solubility of the analyte into supercritical CO2 by increasing the
olarity of the fluid. The modifier can also help increase the extrac-
ion efficiency by displacing the analytes from the sample matrix
r by disrupting the analyte–matrix complex [55,56]. Table 2 shows
hat the extraction efficiency increased when more methanol was
dded into the extraction vessel. The ENRO and DANO recoveries
anged from 92.2 to 103.2% in all samples with the use of 30%
ethanol. However, the recoveries of CIP were lower than 70% even
ith 40% methanol.

.1.5. Effects of Na4EDTA and sea sand
Table 2 shows that the recoveries of CIP were still quite limited in

pite of any increase in parameters. These results can be explained
y the n-octanol/water partition coefficient (Kow) value and polarity
f the FQs. The Kow value of CIP ranges from 0.036 to 0.165 between
H 5 and pH 9, which means that CIP is more a hydrophilic and polar

ompound than ENRO and DANO, which have Kow values of 0.4–3.1
nd 0.14–0.39, respectively [57,58]. In terms of their chemical struc-
ures, all of the analytes have a quinoline carboxylic acid as a main
hemical frame, a cyclopropyl group at N-1, and a 1-piperazinyl
roup at C-7. CIP has only a 1-pyperazinyl group, but the others have
54.6 ± 1.7 59.6 ± 10.1

the piperazinyl group bonded with hydrocarbons. Therefore, CIP is
Liver 0.2 0.05
Fat 0.1 0.1

a MRLs of veterinary drugs in food, 11-1470000-000532-01, KFDA, 2004.
b MRL of ciprofloxacin is not established as a major metabolite of enrofloxacin.

The MRL of enrofloxacin is a sum of enrofloxacin and ciprofloxacin.
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modifier was not allowed because SFE extraction is affected by ice
enerated in the SFE system used in this study. Therefore, Na4EDTA
as added into the extraction vessel to improve the extraction effi-

iency of CIP. Alcantara-Licudine et al. and Guo et al. used Na4EDTA
s a modifier or mixed with a sample to increase the extraction
fficiency of phloxine B or acidic pesticides. Their recoveries were
emarkably increased by the use of Na4EDTA, as demonstrated by
ts chelating effect [33,34].

Pig muscle samples were representatively used to prove the
ffect of Na4EDTA on SFE extraction of CIP, since muscle is denser
han the other sample types. Na4EDTA was added into the extrac-
ion vessel at 0.01, 0.1, and 0.2 g of sample weight. The recovery was
ramatically increased to 83.9% by the addition of 0.2 g Na4EDTA
o the sample, although the recovery was moderate (74.9–78.0%)
n samples to which 0.01 and 0.1 g Na4EDTA were added (Fig. 2).
n important observation was that the recovery was enhanced to
3.8% following the addition of 7 g of sea sand to samples with 0.2 g
a4EDTA, compared to samples to which only 0.2 g Na4EDTA was

dded. This result was achieved by the relative enhancement of
he density of modified supercritical CO2 according to the reduc-
ion of the empty space in the extraction vessel filled by sea sand.
he improved solvating power of that fluid can dissolve the ana-

ytes directly, and Na4EDTA increases the extraction efficiency. The

ig. 3. Chromatograms of (A) a standard mixture of the selected fluoroquinolones; (B) mu
nd 100 �g/kg (CIP) and (D) incurred muscle sample at 2 days after final treatment.
8 (2009) 348–357 353

elevated pressure supplies energy to analytes for desorption [47].
Additionally, the chelating effect of Na4EDTA in disturbing or dis-
placing the analyte from the matrix was increased.

Therefore, the optimal extraction conditions of SFE to extract
ENRO, DANO, and CIP from pig muscle, lung, and kidney samples
were 40 min, 80 ◦C, 300 kg/cm2, 30% modifier, 0.2 g Na4EDTA, and
7 g sea sand.

3.2. Method validation

3.2.1. Specificity
Specificity is the ability of a method to distinguish between the

analyte of interest and other substances that may be present in a test
sample. The interference of endogenous compounds was assessed
by extracting a blank sample using a previously developed method.
Figs. 3–5 show the representative FQ standards chromatogram and
chromatograms of blank, spiked blank samples, and incurred sam-
ples extracted using SFE. There were no interference peaks at the

retention times of the tested analytes. The retention times of the
tested drugs at the spiked samples matched with those of the stan-
dard solutions, and indicated good separation between the FQs on
the HPLC system. These data suggest that our method can detect
ENRO, DANO, and CIP simultaneously and selectively in pig tissues.

scle blank sample; (C) muscle spiked sample at 50 �g/kg (ENRO), 20 �g/kg (DANO),
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.2.2. Sensitivity
The limit of detection (LOD) and limit of quantification (LOQ)

or each analyte were calculated on the basis of the noise that
as produced by injecting blank test samples into the detection

nstrument. The LOD was determined as the fortified sample con-
entration that produces a peak height with three times the level
f sample noise of the blank, and the LOQ was calculated as the for-
ified sample concentration that produces a peak height with ten
imes the signal-to-noise ratio. The LOQ is the lowest concentration
f the analyte that can be determined with acceptable precision
nd accuracy. The LODs for ENRO, DANO, and CIP in all pig tis-
ues were found to be 0.01, 0.002 and 0.015 mg/kg, respectively.
he LOQs of ENRO, DANO, and CIP in all tissues were 0.025, 0.005,
.05 mg/kg, respectively. The LOQ value of DANO and the sum of
NRO and CIP were lower than the MRL values for the FQs (Table 3).
he LOD and LOQ values observed in this study justified that the
ntroduction of SFE extraction and HPLC-FLD detection is possible
or determination of the FQ residues in pig muscle, lung, and kidney

issues.

.2.3. Linearity
The standard calibration curve of each of the FQs was obtained

y measuring the peak areas of the HPLC chromatograms of

ig. 4. Chromatograms of (A) a standard mixture of the selected fluoroquinolones; (B) lun
00 �g/kg (CIP) and (D) incurred lung sample at 2 days after final treatment.
8 (2009) 348–357

the standard working mixture solutions. The linearity of the
method was assessed by calibration in the concentration range of
0.005–0.1 �g/mL for ENRO and CIP, whereas the range of concentra-
tion for DANO was 0.001–0.02 �g/mL. The calibration parameters
for the three drugs are shown in Table 4. The correlation coefficient
(r2) values from 0.9967 to 0.9990 observed in this study indicated a
good linearity between the FQ concentrations and peak areas. When
the calibration curves were prepared using the standard working
mixture solutions, we found that the standards on the curve were
well dispersed.

3.2.4. Accuracy and precision
Accuracy and precision experiments for ENRO, DANO, and CIP

were carried out to assess the application of this method for the
investigation of residue analysis. The intra- and inter-day accuracy
and precision of the assay were determined by analyses using for-
tified samples at three concentrations (0.05, 0.1, and 0.5 mg/kg).
These concentrations were compared to the MRLs of the drugs in pig

tissues. The percentage recoveries for accuracy were determined by
comparing the peak areas of blank samples spiked with different
amounts of analyte, with the peak areas of the same standards pre-
pared in solvent. The precision of a method is usually expressed as
a relative standard deviation (R.S.D.). The results for the accuracy

g blank sample; (C) lung spiked sample at 50 �g/kg (ENRO), 20 �g/kg (DANO), and
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Table 4
Linearity of ENRO, DANO, and CIP by HPLC with fluorescence detection.

Compound Linear range (�g/mL) No. of points Regression and correlation

Slope Intercept Correlation coefficient

E
D
C

a
i
a
d
9
8
r
O
f

3

m

F
a

nrofloxacin 0.005–0.1
5anofloxacin 0.001–0.02

iprofloxacin 0.005–0.1

nd precision of the FQs are shown in Table 5. Excellent recover-
es and R.S.D. were observed for analytes at all fortification levels
nd tissues. The overall mean accuracy and precision of the intra-
ay assay for the FQs ranged from 88.4 to 115.8% and from 1.7 to
.5%, respectively. The inter-day accuracy for the FQs varied from
6.7 to 113.1%, and the precision ranged from 1.8 to 11.2%. Excellent
ecoveries of CIP resulted from the use of Na4EDTA and sea sand.
bviously, the method is quite reliable, reproducible, and accurate

or ENRO, DANO, and CIP.
.3. Quantitation of the FQs in incurred samples

The method validation results indicated that the developed
ethod could successfully extract ENRO, DANO, and CIP from for-

ig. 5. Chromatograms of (A) a standard mixture of the selected fluoroquinolones; (B) kid
nd 100 �g/kg (CIP) and (D) incurred kidney sample at 2 days after final treatment.
51.545 −1.0754 0.9982
257.01 −1.8048 0.9990

27.924 +1.1372 0.9967

tified pig muscle, lung, and kidney samples. In addition to fortified
samples, the SFE extraction method was applied to incurred pig
tissues in order to determine its reliability in performing routine
residue analysis of the FQs in biological samples. Each commercial
product was treated with ENRO and DANO at the dose recom-
mended by the KFDA. The extraction of analytes from incurred pig
samples was accomplished under optimized SFE conditions. Quan-
titation was achieved using a calibration curve. The results were
examined by time course determination of the FQs in pig tissues

(Table 6). As ENRO was metabolized to CIP, ENRO represents the
total concentration by summing up the residual amount of CIP along
with it. The residual concentration of ENRO and DANO was maximal
at day 1 in all tissues, and the highest residual level was recorded in
kidney tissue. The residual concentrations were sharply decreased

ney blank sample; (C) kidney spiked sample at 50 �g/kg (ENRO), 20 �g/kg (DANO),
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Table 5
Intra-day and inter-day accuracy and precision of ENRO, DANO, and CIP in pig tissues.

FQs Concentration (mg/kg) Accuracy (%) Precision (R.S.D., %)

Muscle Lung Kidney Muscle Lung Kidney

Intra-day accuracy and precision (n = 54)

ENRO

0.05 100.0 94.1 92.9 3.5 5.1 4.7
0.1 96.9 93.3 97.2 9.5 7.4 8.0
0.5 97.6 99.0 92.5 1.7 7.2 1.9

DANO

0.05 98.1 95.1 98.2 3.1 5.6 3.9
0.1 108.4 98.2 94.9 6.5 2.2 6.1
0.5 115.8 91.7 94.1 2.1 7.7 4.5

CIP

0.05 91.9 95.7 94.0 2.7 6.6 5.9
0.1 95.1 89.7 89.9 2.5 3.4 5.1
0.5 91.7 88.4 91.4 4.3 2.6 6.3

Inter-day accuracy and precision (n = 81)

ENRO

0.05 98.7 91.3 96.4 4.5 6.6 7.2
0.1 102.5 93.0 93.1 11.2 6.8 9.6
0.5 97.4 95.5 94.8 1.8 8.3 4.0

DANO

0.05 96.6 98.1 95.4 4.2 6.3 6.1
0.1 107.6 97.1 91.4 11.0 2.5 8.2
0.5 113.1 93.3 91.4 4.3 6.6 5.9

CIP

0.05 91.7 91.5 92.0 2.2 11.2 7.1
0.1 93.8 92.2 93.5 4.4 6.0 8.2
0.5 88.8 86.7 90.5 6.1 3.7 5.5

Table 6
Time course residues (�g/kg) of ENRO and DANO in pig muscle, lung, and kidney.

FQs Tissue 1 day 2 days 3 days 5 days 7 days

ENROa
Muscle 694.3 ± 51.6 94.5 ± 3.1 155.7 ± 12.4 21.6 ± 3.0 Tb

Lung 705.2 ± 10.9 110.7 ± 1.3 81.7 ± 7.3 20.8 ± 3.1 T
Kidney 1198.7 ± 235.4 105.9 ± 1.6 107.5 ± 14.0 34.7 ± 3.0 52.3 ± 7.9

DANO
Muscle 69.9 ± 4.3 16.1 ± 4.4 24.6 ± 1.1 T T
Lung 75.0 ± 1.3 23.0 ± 1.5 26.7 ± 2.5 6.5 ± 0.9 T
Kidney 135.1 ± 12.6 19.8 ± 0.4 28.4 ± 2.0 6.0 ± 0.4 5.6 ± 0.2

W of
E

a
p
E
5
b
t
i
d
t
c
t
b
m
M

4

r
s
c
N
e
l
p
w
a

a Total residue of enrofloxacin calculated as follows: A = B+ C × (MW of ENRO/M
NRO and C = residual concentration of CIP.
b Trace.

t day 2, although the concentrations at day 3 were a slightly higher,
ossibly due to mishandling of samples. However, the residue of
NRO was found to be below the MRL values fixed by KFDA at day
, and that of DANO was found to be below the MRL values fixed
y KFDA at day 2 in all tissues. The time to reach a level lower than
he LOQ for ENRO was 5 days in muscle and lung tissue, and 7 days
n kidney tissue. That day of DANO was 5 days in muscle tissue, 7
ays in lung tissue, and after 7 days in kidney tissue. In terms of
he distribution of antibiotic agents, the difference in residues was
aused by different degrees of intestinal absorption and elimina-
ion between tissues. Consequently, our developed method could
e considered as an appropriate method to perform reliable deter-
ination of the FQs in incurred animal samples at levels lower than
RL values.

. Conclusion

Thus far, the study of supercritical fluid extraction for fluo-
oquinolones has only been carried out by our laboratory. This
tudy is the first to report successful extraction using super-
ritical fluid extraction for ciprofloxacin in biological samples. A
a4EDTA/sea sand-assisted SFE procedure was developed for the

xtraction of polar and nonpolar fluoroquinolone antibiotics. Excel-
ent separation of enrofloxacin, danofloxacin, and ciprofloxacin in
ig tissues was achieved by HPLC-FLD. The optimized method
ith enrofloxacin, danofloxacin, and ciprofloxacin was successfully

pplied to extract the analytes, with recoveries ranging from 86.7 to
CIP) where A = total residual concentration of ENRO, B = residual concentration of

113.1% (from inter-day assay data) in pig tissues. The recoveries of
polar ciprofloxacin were remarkably increased, to 88.8–93.8% (from
inter-day assay data), when Na4EDTA and sea sand were added. The
method reported here is selective, sensitive, reliable, and accurate,
as shown by method validation results. A combination of Na4EDTA
and sea sand in SFE is also valuable for quantitative residue analysis
to assess the risk of the presence of polar to nonpolar compounds
in animal tissues. However, considerable optimization is needed
before this procedure can be used for general application.
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a b s t r a c t

Metal ion-imprinted polymer particles have been prepared by copolymerization of methacrylic acid as
monomer, trimethylolpropane trimethacrylate as cross-linking agent and 2,2′-azobisisobutyronitrile as
initiator, in the presence of Hg(II)-1-(2-thiazolylazo)-2-naphthol complex. The separation and preconcen-
tration characteristics of the Hg-ion-imprinted microbeads for inorganic mercury have been investigated
by batch procedure. The optimal pH value for the quantitative sorption is 7. The adsorbed inorganic mer-
cury is easily eluted by 2 mL 4 M HNO3. The adsorption capacity of the newly synthesized Hg ion-imprinted
microbeads is 32.0 �mol g−1 for dry copolymer. The selectivity of the copolymer toward inorganic mer-
cury (Hg(II)) ion is confirmed through the comparison of the competitive adsorptions of Cd(II), Co(II),
Cu(II), Ni(II), Pb(II), Zn(II)) and high values of the selectivity and distribution coefficients have been calcu-
g
norganic mercury
old vapor atomic absorption spectrometry

lated. Experiments performed for selective determination of inorganic mercury in mineral and sea waters
showed that the interfering matrix does not influence the extraction efficiency of Hg ion-imprinted
microbeads. The detection limit for inorganic mercury is 0.006 �g L−1 (3�), determined by cold vapor
atomic adsorption spectrometry. The relative standard deviation varied in the range 5–9 % at 0.02–1 �g L−1

Hg levels. The new Hg-ion-imprinted microbeads have been tested and applied for the speciation of Hg
in river and mineral waters: inorganic mercury has been determined selectively in nondigested sample,

um o
while total mercury e.g. s

. Introduction

Due to the high toxicity and accumulative character of mercury,
he determination of trace amounts of this element in environ-

ental samples is an actual analytical task. For mercury in natural
aters, the main species to be identified and determined, are

norganic mercury (Hg(II)) and methylmercury (CH3Hg(I)). Recent
eports estimate a total mercury concentration in natural waters
anging from 0.2 to 100 ng L−1 [1], while methylmercury levels
re much lower (ca. 0.05 ng L−1) [2]. Highly sensitive methods are
equired for direct determination of such extremely low levels and
ost frequently accurate and reliable results for Hg-species con-

ent in natural waters have been achieved after suitable separation
nd preconcentration step. A great variety of analytical proce-
ures for Hg(II) preconcentration and separation, based mainly on

iquid–liquid extraction [3–5], coprecipitation [6,7], and solid phase

xtraction (SPE) [8–16] have been proposed. The SPE procedures
s separation and preconcentration methods exhibit numerous
dvantages such as flexibility, high preconcentration factors, high
etention capacity, speed and simplicity, possibilities for field sam-

∗ Corresponding author. Tel.: +3592 81 61 244.
E-mail address: i.dakova@chem.uni-sofia.bg (I. Dakova).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.005
f inorganic and methylmercury, has been determined in digested sample.
© 2008 Elsevier B.V. All rights reserved.

pling, ease of automation [17]. However, it should be noted that the
extraction efficiency and selectivity of this technique is strongly
dependent on the sorbent material used. Therefore, the develop-
ment of new adsorbents with high affinity and specific recognition
for Hg(II) or CH3Hg(I) ion is of great interest.

During the last years ion-imprinted polymers (IIPs), as selec-
tive sorbents for a particular chemical form of the given element,
have received much attention. The high selectivity of IIPs can be
explained by the polymer memory effect toward the metal ion
interaction with a specific ligand, coordination geometry, metal ion
coordination number, charge and size [18]. Numerous studies on
IIPs and their application for selective preconcentration and sep-
aration of metal ions have been reported lately [19–28] including
Hg(II)-imprinted ones [29–32]. Due to the high toxicity and accu-
mulative character of the mercury species the synthesis of sorbents
for mercury preconcentrative separation in water samples is of spe-
cial interest.

In the present paper we report the synthesis of polymer
microbeads using methacrylic acid (MAA) as a monomer, trimethy-

lolpropane trimethacrylate (TMPTM) as a cross-linking agent, and
1-(2-thiazolylazo)-2-naphthol (TAN) as a specific ligand for Hg(II).
The extraction characteristics of the non-imprinted (blank P(B)),
treated with TAN alone (control P(TAN)), and imprinted with
Hg(II)-TAN complex (P(TAN-Hg)) polymer microbeads have been
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ompared. The sorption and desorption characteristics have been
nvestigated using batch procedures. The Hg(II) selectivity versus
ther interfering metal ions (Cd(II), Co(II), Cu(II), Ni(II), Pb(II), Zn(II))
nd methylmercury (CH3Hg(I)) has been studied. A method for the
pplication of Hg ion-imprinted (P(TAN-Hg)) polymer microbeads
or the determination of Hg(II) and CH3Hg(I) in water samples
as been developed. The analytical procedure is carried out in
wo steps: (1) selective determination of Hg(II) in nondigested
ater sample; (2) determination of total Hg e.g. sum of Hg(II) and
H3Hg(I) in digested water sample. The content of methylmercury

s defined as the difference between these two measurements.

. Experimental

.1. Reagents

All reagents used were of analytical reagent grade. The stock
tandard solutions for Cd(II), Cu(II), Co(II), Ni(II), Pb(II) and Zn(II)
1000 �g mL−1) were Titrisol, Merck (Darmstadt, Germany), in
% HNO3. Stock standard solutions for Hg were: Hg(II), stock
tandard solution for AAS, Trace CEPT TM, 998 �g mL−1 in 2 M
NO3, Sigma–Aldrich (USA); 200 �g mL−1 methylmercury chloride

CH3HgCl) prepared by dissolving of methylmercury(I) chloride
ESTANAL®, analytical standard, Sigma–Aldrich in bidistilled water.
he working standard solutions were prepared weekly and kept
efrigerated at 4 ◦C.

pH was adjusted with the following buffer solutions: mono-
otassium citrate/HCl for pH 3, CH3COONa/CH3COOH for pH 4
nd 5; KH2PO4/NaOH for pH 6, 7 and 8; H3BO3/KCl/NaOH for
H 9. MAA, TMPTM, 2,2′-azobisisobutyronitrile (AIBN), (Merck,
armstadt, Germany), TAN (Fluka A.G., Buchs, Switzerland) and
cetonitrile (ACN) (Labscan, Dublin, Ireland) were used without
urther purification. Bidistilled water was used in all experiments.

.2. Apparatus

Flame atomic absorption spectrometric (FAAS) measurements
ere carried out on a Perkin Elmer Zeeman 1100 B spectrometer

Uberlingen, Germany) with an air/acetylene flame. The instru-
ental parameters were optimized in order to obtain maximum

ignal-to-noise ratio. Continuous flow (CF) cold vapor atomic
bsorption spectrometric (CV AAS) measurements were carried
ut on a Varian AA 240 atomic absorption spectrometer, equipped
ith a continuous flow VGA-77 vapor generation accessory and

xternally heated quartz tube atomizer controlled with an ETC-
0 electrothermal temperature controller. Sample solutions were

ntroduced via both sample channel and acid channel at flow
ates of 7 mL min−1 and 1 mL min−1, while reductant solution was
ntroduced via reductant channel at a flow rate of 1 mL min−1.
nstrumental parameters for VGA-77 were presented in Table 1.
A microprocessor pH meter (Hanna Instruments, Portugal) was
used for pH measurements.
A scanning electron microscope (SEM, JEOL JSM-5500, Tokyo,
Japan) was used for the determination of the microbead shape
and size.

able 1
ptimal instrumental parameters for VGA-77.

easurement mode Integration

and pass 0.5 nm
uartz tube temperature Room temperature for Hg(II); 850 ◦C for CH3Hg(I)
elay time 45 s
ead time 3 s
eductant 0.04% NaBH4 for Hg(II); 1% NaBH4 for CH3Hg(I)
ample + acid flow rate 7.8 mL min−1
8 (2009) 523–529

• Conventional IR-spectra were measured on a Bomem Michelson
100 FTIR spectrometer within 4000–400 cm−1, 2 cm−1 at resolu-
tion, 200 scans.

2.3. Preparation of sorbents

The imprinted polymer materials were synthesized as described
earlier [33,34]. As a template species (0.024 mmol) the com-
plexes of (Hg(II)) with TAN or TAN only were used (Fig. 1).
Polymer microbeads were prepared via dispersion polymeriza-
tion using ACN (5 mL) as solvent, AIBN (3.45 mg) as initiator,
MAA (0.116 mmol) as monomer and TMPTM (0.186 mmol) as cross-
linking agent at T = 60 ◦C for 24 h. Non-imprinted (blank) polymer
(P(B)) was synthesized in the same way as described above, in the
absence of template.

Hg(II) was eluted from the prepared polymer networks by stir-
ring with 10 mL 4 mol L−1 HNO3 for 2 h. Then polymer microbeads
were dried in a vacuum oven at 60 ◦C. The yields were 88.6% for
P(TAN-Hg), 86.5% for P(TAN) and 85.7% for P(B).

2.4. Static adsorption test

A portion of the solution containing 0.1 �g Hg(II) was diluted
to a 10 mL total volume and pH was adjusted with buffer solution
to the desired value. Polymer microbeads of ca. 25 mg were added
to this solution and stirred for 15 min with a magnetic stirrer. The
sample was centrifuged (3000 rpm), the supernatant was removed
and the polymer gel was washed twice with bidistilled water. The
Hg(II) was eluted from the sorbents with 2 mL 4 mol L−1 HNO3. The
eluate was transferred in 10 mL volumetric flask and diluted up to
the mark with bidistilled water. Hg(II) content in the eluate was
determined by CV AAS. CV AAS was also used for the determination
of Hg(II) in the collected supernatant and washing liquids.

2.5. Selectivity experiments

A 20 mL solutions containing 0.1 �g Hg(II), 0.1 �g CH3Hg(I) and
20 �g Cd(II), Cu(II), Co(II), Ni(II), Pb(II), Zn(II) were stirred with ca.
25 mg P(TAN-Hg), P(TAN) or P(B) at pH 7 for 15 min with a mag-
netic stirrer. The solutions were centrifuged (3000 rpm), sorbent
microbeads washed twice with bidistilled water and elution per-
formed with 2 mL 4 mol L−1 HNO3. The concentration of Hg(II) and
CH3Hg(I) in the supernatant and eluate solutions was determined
by CV/HG AAS respectively. The concentration of metal ions in the
supernatant and eluate solutions was measured by a FAAS.

2.6. Extraction efficiency and selectivity characteristics

The extraction efficiency (E) of Hg(II) ions is

E% =
[

(Ai − Aeff)
Ai

]
100, (1)

where Aeff (�g) is the cation amount in the effluate solution after
extraction by P(X) (X = TAN-Hg, TAN, B) from a solution with a total
cation amount Ai (�g).

The distribution ratio (D) is defined as

D = (Ai − Aeff)
Aeff

(2)

The selectivity coefficient (SHg/Me) is
SHg/Me = DHg

DMe
(3)

where DHg and DMe are the distribution ratios for Hg(II) and Cd(II),
Co(II), Cu(II), Ni(II), Pb(II), Zn(II) and CH3Hg(I), respectively.
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ig. 1. Schemes of the Hg(II)-IIP preparation. (A) IIP prepared with TAN-Hg(II) comp
C) Non-imprinted polymer P(B).

The ratio �(E)P(TAN-Hg)/P(X) is defined as

(E)p(TAN-Hg)/P(X) = EP(TAN-Hg)

EP(X)
(4)

here EP(TAN-Hg) and EP(X) are the extraction efficiencies of Hg(II)
or the SPE with P(TAN-Hg) and P(X) (X = TAN, B), respectively

The ratio �(D)P(TAN-Hg)/P(X) is defined as

(D)P(TAN-Hg)/P(X) = DP(TAN-Hg)

DP(X)
, (5)
here DP(TAN-Hg) and DP(X) are the distribution ratios of Hg(II) for
he SPE with P(TAN-Hg) and P(X) (X = TAN, B), respectively.

The binding capacity of the Hg(II) ion-imprinted microbeads is
efined as the amount of the adsorbed Hg(II) ions per gram of the
orbent.
a template (P(TAN-Hg)). (B) polymer gel prepared with TAN as a template (P(TAN)).

2.7. Analytical procedure for Hg(II) and CH3Hg(I) determination
in mineral and sea waters

Water (mineral, sea) sample ca. 100 mL was stirred with
100 mg P(TAN-Hg) for 15 min. After centrifugation (3000 rpm) the
supernatant was removed and polymer was washed twice with
bidistilled water, finally Hg(II) was eluted with 2 mL 4 mol L−1

HNO3. The eluate was transferred in 10 mL volumetric flask and
diluted up to the mark with bidistilled water. Hg(II) was mea-
sured by CV AAS under optimal instrumental parameters. In
parallel same water (mineral, sea) sample ca. 100 mL was MW
digested according to EPA (in order to transform CH3Hg(I) into

Hg(II)) and than prepared according to the already described
analytical protocol. In this case the sum Hg(II) + CH3Hg(I) was
determined by CV AAS. Finally, CH3Hg(I) content in the analyzed
water sample was defined as a difference between two measured
values.
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the first case, the TAN molecule configuration in P(TAN-Hg) exhibits
ig. 2. Scanning electron micrograph of Hg ion-imprinted microbeads at a ×10000
agnification.

. Results and discussion

.1. Characterization studies

Scanning electron micrograph of the Hg ion-imprinted polymer
icrobeads is shown in Fig. 2. Analogous micrographs are obtained

or P(TAN) and P(B). In all cases the obtained microparticles are in
he shape of microspheres. Their mean diameters, determined from
he micrographs, are 210 nm for the P(B) and 320 nm for the P(TAN)
nd P(TAN-Hg), respectively.

The surface area (BET method) is: 34 m2 g−1 for P(TAN-Hg),
m2 g−1 for P(TAN) and 80 m2 g−1 for P(B). The results obtained
emonstrate the adsorption of TAN and TAN-Hg in the polymer
icrobeads pores, the most considerable for TAN. Fig. 3 shows the

TIR spectra of ligand TAN and polymers: P(TAN-Hg), P(TAN) and
(B), respectively. The strong and broad absorption band observed
t 3670–3200 cm−1 is due to –OH stretching of –COOH group in

olymer matrix (P(B), P(TAN), P(TAN-Hg)) and of phenolic –OH
roup in TAN, P(TAN) and P(TAN-Hg). In addition absorption band
t 1720 cm−1 due to C O stretching of carboxylic acid (P(B), P(TAN),
(TAN-Hg)). The low intensive bands about 1612 cm−1, eventually

Fig. 3. FTIR spectra: (A) TAN; (B) P(B
8 (2009) 523–529

assigned to the stretching vibrations of double bonds (�N N), is
low frequency shifted about 8 cm−1, assuming a coordination of
TAN through the N-atom from the fragment. On the other side,
the observed low frequency shifting at the �C–O(H) stretching vibra-
tion of the phenol fragment, about 13 cm−1 is a direct assignment
for the coordination of the O-atom also, thus forming a stable
six-membered ring with the metal ion. In addition the observed
splitting of the out-of-plane vibration of the naphtholic fragment
(755 cm−1 in the ligand) is usually observed, when the heteroatom
direct joined with the system participate in the coordination pro-
cesses [35,36]. The observed shifting of the �C N IR band about
4 cm−1 and increasing of its intensity could be related to a hydrogen
bond of the N· · ·H type (Fig. 1).

3.2. Influence of pH on the sorption of Hg(II) with imprinted and
non-imprinted polymer microbeads

Three synthesized microbeads: blank P(B), control P(TAN) and
Hg ion-imprinted were tested for Hg(II) sorption from aqueous
solution at various pH (3–9) in batch experiments using the
procedure described in 2.4. The results obtained for the influ-
ence of pH on the Hg(II) extraction efficiency (E) are presented
in Fig 4. It can be seen that E values registered, when P(TAN-
Hg) was used as a sorbent, are well above those for P(TAN)
and P(B). This result is confirmed by the values of the ratios
between the extraction efficiencies and the distribution coeffi-
cients at pH 7: �(E)P(TAN-Hg)/P(TAN) = 2.51, �(E)P(TAN-Hg)/P(B) = 1.31 and
�(D)P(TAN-Hg)/P(TAN) = 70, �(D)P(TAN-Hg)/P(B) = 16.3. These large differ-
ences in the values obtained confirm the advantages of the Hg
ion-imprinted polymer microbeads over the control, treated only
with TAN (P(TAN)) and the blank P(B) microbeads for the separation
and preconcentration of Hg(II) ions.

The values of E show that the polymer with incorporated TAN
molecules is not so effective as those imprinted with the TAN-Hg
complex (Fig. 4) though the TAN adsorption is higher than TAN-Hg
complex as it follows from the mentioned BET results. Most prob-
ably, the value of �(E,D)P(TAN-Hg)/P(TAN) higher than 1 is due to the
quite different configurations of the TAN molecules immobilized
in Hg ion-imprinted P(TAN-Hg) and control P(TAN) microbeads. In
maximum activity for Hg(II) complex formation because the con-
figuration is completely the same as in the complex. In the control
microbeads (P(TAN)), the fraction of the active TAN molecules is
less than one because some of the gel-immobilized TAN molecules

); (C) P(TAN); (D) P(TAN-Hg).
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Table 2
Recovery (%) for Hg(II) from P(TAN-Hg) using different eluents (25 mg P(TAN-Hg);
1 �g mL−1 Hg(II); 2 mL eluent solution).

Eluent Recovery (%)

2 mol L−1 HCl 68 ± 5
4 mol L−1 HCl 80 ± 4
ig. 4. pH-dependence of the extraction efficiencies of Hg(II) ions with P(TAN-Hg),
(TAN) and P(B). (25 mg polymer gel, 0.1 �g Hg(II)).

re blocked for the formation of the TAN-Hg complex (see Fig. 1).
he reason for the inequality between P(TAN-Hg) and P(B) (Fig. 4)
s, however, quite different. Evidently, if P(B) is used for Hg(II) sorp-
ion, the specific interaction between TAN and Hg(II) does not take
lace, thus explaining low extraction efficiency observed.

The ratios�(E)P(TAN-Hg)/P(B) and�(D)P(TAN-Hg)/P(B) show maximum
alues in the pH range from 6 to 7, but extraction efficiency reaches
t’s highest value at pH 7 (Fig. 4). Therefore, pH 7 was selected for
ur further investigations. Comparison of the extraction efficiencies
Fig. 4) of the tested polymer microbeads shows that at higher pH
alues (7–9) the E values decrease for P(TAN-Hg) and P(B), while
or P(TAN) – this decrease is at pH 5–9. This could be related to the
recipitation of the metal hydroxide and its quick decomposition
o oxide.

.3. Adsorption isotherm of Hg(II) on P(TAN-Hg)

The sorption capacity of P(TAN-Hg) for Hg(II) was determined
y batch method. The Hg ion-imprinted microbeads (25 mg) were
aturated with metal ion (0.02–0.14 �mol L−1) under optimum con-
itions and the total metal sorbed was measured with FAAS after
luting from the resin by HNO3. As can be seen in Fig. 5, the amount
f Hg(II) adsorbed per unit mass of P(TAN-Hg) was increased with
he initial concentration of Hg(II) and reach the plateau values,

etermining the adsorption capacity values. The average maximum
dsorption capacity was 32.0 �mol g−1. By the same procedure, the
etermined capacities of P(TAN) and P(B) were 9.8 �mol g−1 and
3.2 �mol g−1, respectively.

ig. 5. Adsorption isotherm (T = 20 ◦C) of Hg(II) ions on P(TAN-Hg) (25 mg P(TAN-
g), pH 7, 2 mL 4 mol L−1 HNO3).
2 mol L−1 HCl + 5% thiourea >99
2 mol L−1 HNO3 72 ± 4
4 mol L−1 HNO3 >99

3.4. Selection of the eluent and its concentration

The choice of the suitable eluent is important for the analytical
performance of the solid phase extraction procedure. In order to
elute mercury adsorbed on the P(TAN-Hg), different eluents at dif-
ferent concentration levels were tested (Table 2). Among the acids
employed as eluents, HCl has been reported to have an enhanced
performance due to its complexing abilities with mercury. How-
ever in the present study the quantitative elution of Hg(II) could
not be achieved even with 4 mol L−1 HCl. Frequently, thiourea as a
complexing agent was added to HCl for fast elution of Hg. Experi-
ments performed showed quantitative elution but with relatively
high blank levels which makes this eluent not feasible for the deter-
mination of extremely low levels of Hg in water samples. Fast and
quantitative elution was achieved also with 4 mol L−1 HNO3. In
order to ensure enough volume for CF CVAAS measurements, after
dilution, this eluent proved very suitable as reaction media for Hg
determination.

The effect of the eluent volume (1–5 mL 4 mol L−1 HNO3) on the
Hg(II) desorption was evaluated as well. The full extraction of the
Hg(II) ions was reached when the adsorbed Hg(II) was eluted with
2 mL 4 mol L−1 HNO3 (for 20 min).

3.5. Hg(II) sorption and desorption kinetics

The kinetics of the Hg(II) sorption and desorption were inves-
tigated in a batch system with 25 mg of the P(TAN-Hg) particles
for 5–40 min. Time dependence of the sorption of Hg(II) onto the
P(TAN-Hg) particles was determined at pH 7 and results are plot-
ted in Fig. 6. As seen, high sorption rates are observed at the
beginning, and then a plateau values are gradually attained within
15 min. The loading half time (t1/2), defined as the time required
for reaching 50% of the sorbent total loading capacity, was deter-
mined from the curve. The value obtained for loading half time

is 3 min. The fast sorption time is most probably a result of the
high complexation rate (i.e. high affinity) between tested ion and
TAN of the polymer microbeads and the geometric shape affinity
between Hg(II) ions and Hg(II) cavities in the P(TAN-Hg) structure.

Fig. 6. Kinetic of Hg(II) sorption on P(TAN-Hg) (25 mg of P(TAN-Hg), pH 7, 1 �g mL−1

Hg(II), 2 mL 4 mol L−1 HNO3).
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Table 3
Distribution (D) and selectivity coefficients (SHg/Me) of P(TAN-Hg), P(TAN) and P(B)
for Hg(II).

Me ion P(TAN-g) P(B) P(TAN)

D SHg/Me D SHg/Me D SHg/Me

Hg(II) 49 – 2.33 – 0.64 –
CH3Hg(I) 0.03 1633 0.15 15.5 0.04 16
Cu(II) 0.43 113.9 0.22 10.6 0.28 2.3
Ni(II) 0.21 233.3 0.16 14.6 0.07 9.1
Co(II) 0.13 376.9 0.04 58.3 0.33 1.9
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ig. 7. Extraction efficiencies of template and competitive ions upon SPE with
(TAN-Hg), P(TAN) and P(B) (25 mg sorbent; pH 7; 2 mL 4 mol L−1 HNO3 as eluent).

t is well known that removal of the template from the poly-
eric matrix leaves cavities of complementary size, shape and

hemical functionality to the templates [18]. The monodisperse
icrosphere form of the P(TAN-Hg) contributes also to the fast

orption kinetic established. The adsorbed Hg(II) ions were des-
rbed by treatment with 4 mol L−1 HNO3 under continuous stirring.
he Hg(II) ions could be quantitatively eluted for 20 min. Using
he same procedure, the similar results for time dependence of
orption and desorption of Hg(II) onto the P(B) and P(TAN) were
btained.

.6. Competitive adsorption

In order to prove the selectivity of P(TAN-Hg), a competitive
dsorption of Cd(II), Co(II), Cu(II), Ni(II), Pb(II), Zn(II) and CH3Hg(I)
rom their model mixture was investigated as well. The extrac-
ion efficiency of cations, achieved by using P(TAN-Hg), P(TAN)
nd P(B), are given in Fig. 7. Although these ions have the same
harge, similar chemical properties and ionic radii, significant dif-
erences in their extraction characteristic E (Fig. 7) were observed.
imilar differences are also observed for the distribution ratio
D). The extraction efficiencies of Hg(II) with P(TAN-Hg) are much
igher than those of Cd(II), Co(II), Cu(II), Ni(II), Pb(II), Zn(II) and
H3Hg(I). The greatest difference is established between extraction
fficiencies of Hg(II) and CH3Hg(I) (97.5% and <3%, respectively).
he large size of CH3Hg(I) probably hinders the ion diffusion and
he ions can not reach the functional groups. The result is very low
xtraction efficiency of P(TAN-Hg) toward CH3Hg(I). The selectiv-
ty coefficients (calculated by Eq. (3)) are the highest for CH3Hg(I)

1633 (Table 3). These results unambiguously confirm the very
ood selectivity of P(TAN-Hg) toward the target (imprinted Hg(II))

ons. The lowest extraction efficiency and relatively low selectiv-
ty coefficients were found for P(TAN) most probably due to very
ow fraction of the TAN molecules in the active for a Hg(II) coor-
ination state during the imprinting. The higher values observed
or P(B) could be explained with more available for complex for-

able 4
dded/found method for Hg(II) and CH3Hg(I) determination in sea and mineral water (2
arallel determinations).

ample Added

ea water 0.1 �g L−1 Hg(II) and
0.1 �g L−1 CH3Hg(I)

ea water 0.1 �g L−1 Hg(II) and
0.05 �g L−1 CH3Hg(I)

ea water 0.1 �g L−1 Hg(II) and
0.02 �g L−1 CH3Hg(I)

ineral water (Bankia) 0.1 �g L−1 Hg(II) and
0.05 �g L−1 CH3Hg(I)
Pb(II) 0.67 73.1 0.11 21.2 0.18 3.6
Cd(II) 0.37 132.4 0.35 6.7 0.25 2.6
Zn(II) 0.11 445.5 0.07 33.3 0.10 6.4

mation free carboxylic groups and higher active surface of this
sorbent.

3.7. Analytical figures of merit

The accuracy and precision of the proposed analytical proce-
dure has been checked by added found method. Sea water samples
and mineral water samples ca. 200 mL were spiked with Hg(II)
and CH3Hg(I) at different ratios and analyzed as described. Results
obtained are presented in Table 4.

The detection limit achieved for Hg(II) determination (calcu-
lated as three times standard deviation of the blank, 100 mL water
sample) is 0.006 �g L−1 and the determination limit is 0.02 �g L−1.
The relative standard deviation varied in the range 5–9% for Hg(II)
and CH3Hg(I) levels at 0.02–1 �g L−1. Several sea water samples
from the Black sea were analyzed according to the proposed proce-
dure: Hg(II) content determined in some samples was in the range
0.03–0.05 �g L−1, CH3Hg(I) was below the limit of detection for all
of them. Neither Hg(II) nor CH3Hg(I) were found in mineral waters
above the presented determination limits.

4. Conclusions

In the present paper, we report the preparation of Hg
ion-imprinted microbeads by cross-linking dispersion copolymer-
ization of methacrylic acid and trimethylolpropane trimethacrylate
in acetonitrile. Its possible application as adsorbent for the selec-
tive separation and preconcentration of Hg(II) and the subsequent
determination by CV AAS in water samples has been studied. The
method proposed exhibits a series of advantages: the procedure
for the trace Hg(II) preconcentration and determination is simple,
reproducible and less susceptible to contamination; the analyti-
cal procedure is performed in one vessel – extremely convenient in

routine analytical practice. The limit of detection is lower that those
given in refs. [29–32]. The sorption time and enrichment factors
of the present Hg(II)-IIP are comparable with other Hg-imprinted
polymers [29–32]; the sorption capacity of this new sorbent is
better than the one, reported by Andac et al. [31], but it is lower

5 mg P(TAN-Hg), pH 7, water samples 200 mL, elution with 2 mL 4 M HNO3, three

Found Hg(II) (�g L−1) Found CH3Hg(I) (�g L−1)

0.11 ± 0.01 0.09 ± 0.01

0.09 ± 0.01 0.06 ± 0.01

0.12 ± 0.01 0.03 ± 0.01

0.09 ± 0.01 0.04 ± 0.01
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han those reported by Liu et al. [29], Fan [30] and Wu et al. [32].
he most important characteristic of the Hg(II)-imprinted copoly-
er is its excellent selectivity towards Hg(II) over Cd(II), Co(II),

u(II), Ni(II), Pb(II), Zn(II) and CH3Hg(I). The application of Hg ion-
mprinted polymer microbeads for the determination of inorganic
nd methylmercury in mineral and sea water is demonstrated.
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[4] N. Biçak, S. Sungur, M. Gazi, N. Tan, Sep. Sci. Technol. 38 (2003) 201.
[5] I. Karadjova, S. Arpadjan, J. Cvetkovicı̌, T. Stafilov, Microchim. Acta 147 (2004)

39.
[6] D. Leyva, J. Esteı̌vez, A. Montero, I. Pupo, X-Ray Spectrom. 36 (2007) 355.

[7] M. Vircavs, A. Peine, V. Rone, D. Vircava, Analyst 117 (1992) 1013.
[8] M.V. Balarama Krishna, D. Karunasagar, S.V. Rao, J. Arunachalam, Talanta 68

(2005) 329.
[9] E.M. Soliman, M.B. Saleh, S.A. Ahmed, Talanta 69 (2006) 55.
10] Y. Zhai, X. Chang, Y. Cui, N. Lian, S. Lai, H. Zhen, Q. He, Microchim. Acta 154

(2006) 253.

[

[
[

8 (2009) 523–529 529

[11] J.C.A. de Wuilloud, R.G. Wuilloud, R.A. Olsina, L.D. Martinez, J. Anal. At. Spec-
trom. 17 (2002) 389.

12] T. Duan, X. Song, J. Xu, P. Guo, H. Chen, H. Li, Spectrochim. Acta Part B 61 (2006
1069).

13] B.C. Mondal, A.K. Das, Anal. Chim. Acta 477 (2003) 73.
14] J. Chwastowska, A. Rogowska, E. Sterlinska, J. Dudek, Talanta 49 (1999) 837.
15] S.R. Segade, J.F. Tyson, Talanta 71 (2007) 1696.
16] A. Krata, K. Pyrzynska, E. Bulska, Anal. Bioanal. Chem. 377 (2003) 735.

[17] T. Prasada Rao, R. Kala, S. Daniel, Anal. Chim. Acta 578 (2006) 105.
18] G. Wulff, Angew. Chem., Int. Ed. Engl. 34 (1995) 1812.
19] P. Metilda, K. Prasad, R. Kala, J.M. Gladis, T. Prasada Rao, G.R.K. Naidu, Anal. Chim.

Acta 582 (2007) 147.
20] S. Daniel, P.E.J. Babu, T. Prasada Rao, Talanta 65 (2005) 441.
21] E. Birlik, A. Ersöz, A. Denizli, R. Say, Anal. Chim. Acta 565 (2006) 145.
22] A. Ersöz, R. Say, A. Denizli, Anal. Chim. Acta 502 (2004) 91.
23] Y. Liu, X. Chang, S. Wang, Y. Guo, B. Din, S. Meng, Anal. Chim. Acta 519 (2004)

173.
24] X. Chang, N. Jiang, H. Zheng, Q. He, Z. Hu, Y. Zhai, Y. Cui, Talanta 71 (2007)

38.
25] D. Zhang, W.Y. Wang, Y.Q. Fan, J. Li, H.P. Han, Microchim. Acta 157 (2007) 7.
26] J. Pan, S. Wang, R. Zhang, Int. J. Environ. Anal. Chem. 86 (2006) 855.
27] J. Zhao, B. Han, Y. Zhang, D. Wang, Anal. Chim. Acta 603 (2007) 87.
28] M. Khajeh, Y. Yamini, E. Ghasemi, J. Fasihi, M. Shamsipur, Anal. Chim. Acta 581

(2007) 208.
29] Y. Liu, X. Chang, D. Yang, Y. Guo, S. Mehg, Anal. Chim. Acta 538 (2005) 85.
30] Z. Fan, Talanta 70 (2006) 1164.
31] M. Andac, S. Miel, S. Senel, R. Say, A. Ersoz, A. Denizli, Int. J. Biol. Macromol. 40

(2007) 159.
32] G. Wu, Z. Wang, J. Wang, C. He, Anal. Chim. Acta 582 (2007) 304.
34] I. Dakova, I. Karadjova, I. Ivanov, V. Georgieva, B. Evtimova, G. Georgiev, Anal.
Chim. Acta 584 (2007) 196.

35] B.B. Ivanova, H. Mayer-Figge, J. Coord. Chem. 58 (2005) 653.
36] B.B. Koleva, E.N. Trendafilova, M.G. Arnaudov, W.S. Sheldrick, H. Mayer-Figge,

Trans Met. Chem. 31 (2006) 866.



S

H

A
A
1

a

A
R
R
A
A

K
O
S
L
M

1

f
i
b
[

m

u
t
i
d
i
w
e
a
s
t
a
[

e
w

0
d

Talanta 78 (2009) 643–646

Contents lists available at ScienceDirect

Talanta

journa l homepage: www.e lsev ier .com/ locate / ta lanta

hort communication

PLC analysis of organic acids using a novel stationary phase

. Rodríguez-Bernaldo de Quirós ∗, M.A. Lage-Yusty, J. López-Hernández
nalytical Chemistry, Nutrition and Bromatology Department, Pharmacy Faculty, Campus Sur s/n, University of Santiago de Compostela,
5782 Santiago de Compostela (La Coruña), Spain

r t i c l e i n f o

rticle history:
eceived 1 September 2008
eceived in revised form 3 November 2008
ccepted 14 November 2008

a b s t r a c t

In the present work, a high performance liquid chromatographic method with UV detection for the
separation of six organic acids including, tartaric, malic, acetic, lactic, citric and succinic is described.

The separation was performed on a novel stationary phase TEKNOKROMA, Tr-010065 Mediterranea
vailable online 21 November 2008

eywords:
rganic acids
tationary phase
iquid chromatography
ass spectrometry

sea18 (15 cm × 0.4 cm, i.d. 3 �m) and using water with a 0.1% (v/v) of formic acid as mobile phase. The
advantages of this packing over a conventional octadecylsilane (ODS2) column are reported.

The method was validated with respect to linearity, limits of detection and repeatabilities within day
and between days and satisfactory results were obtained.

The proposed method was applied for the determination of these compounds in commercially avail-
able white wines. The samples were injected directly without previous treatment. LC–MS was used as a
confirmatory technique.
. Introduction

The analysis of organic acids in different food items such as
ruit juices, vegetables, dairy products, coffee and wine is of great
nterest for food industry since these compounds are responsi-
le of sensory properties and may also influence their stability
1–5].

Regarding the analytical techniques, simple rapid and reliable
ethods are required for control purposes.
Gas chromatography with flame ionization detector has been

sed to determine carboxylic acids in citric fruits [6] however
his procedure presents a disadvantage, a derivatization step
s necessary for non-volatile acids. Liquid chromatography with
ifferent separation mechanism including ion-exchange [4,7–9],

on-exclusion [7,10–12] and reversed phase [3,7,13,14] has been
idely employed in different matrix. Nowadays capillary zone

lectrophoresis (CZE) with photodiode array detection appears
s a promising analytical tool to determine these compounds in
hort time [15]. In complex samples mass spectrometry coupled
o capillary electrophoresis or liquid chromatography constitutes

powerful technique due to its high sensitivity and selectivity

16–19].

In chromatography, the selection of the stationary phase is
ssential in order to achieve a suitable separation. In the present
ork a new reversed packing based on perfectly spherical par-

∗ Corresponding author. Tel.: +34 981 598450; fax: +34 981 594912.
E-mail address: ana.rodriguez.bernaldo@usc.es (A.R.-B. de Quirós).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.11.013
© 2008 Elsevier B.V. All rights reserved.

ticles of ultra pure silica and suitable for a wide pH range and
aqueous mobile phases was used to analyse six organic acids
including, tartaric, malic, lactic, acetic, citric and succinic. A com-
parison with a conventional octadecylsilane (ODS2) column in
what concerns to system suitability parameters such as number
of theoretical plates, and peaks width, and sensitivity is reported.
The proposed method was validated in terms of linearity, limits
of detection and repeatabilities within day and between days. In
the second part of the work the method was applied to analyse
white wine samples. LC–MS was used as a confirmatory tech-
nique.

2. Experimental

2.1. Chemicals and standard solutions

All chemicals were of analytical grade. Formic acid (98–100%)
was from Riedel-de Haën (Seelze, Germany) and meta-phosphoric
acid was purchased from Sigma (St. Louis, MO, USA). Ultrapure
water was obtained from a Milli-Q water purification system (Mil-
lipore, Bedford, MA, USA).

Organic acid standards were obtained as follows: citric acid
(≥99.5%) and dl-lactic acid (∼90%) were from Fluka BioChemika
(Steinheim, Germany), malic acid (95–100%), succinic acid (99%)

and dl-tartaric acid (99%) were from Sigma–Aldrich (St. Louis, MO,
USA) and acetic acid (99–100%) was from Riedel-de Haën (Seelze,
Germany).

Stock standard solutions were dissolved in mobile phase, Milli-Q
water (0.1% formic acid), and stored at 4 ◦C in the dark.
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Table 1
System suitability parameters and limits of detection of both stationary phases.

Compound Teknokroma ODS2 5 �m column Mediterranea sea18 3 �m column

Widtha Platesb LoDc Widtha Platesb LoDc

Tartaric 0.20 ± 0.04 2281.7 0.50 0.21 ± 0.009 1679.11 0.10
Malic 0.24 ± 0.13 2738.7 0.70 0.15 ± 0.005 5224.7 0.10
Lactic 0.38 ± 0.09 1324 1.00 0.16 ± 0.005 6500.2 0.10
Acetic 0.21 ± 0.01 4738.8 1.00 0.16 ± 0.007 7180.1 0.10
Citric 0.37 ± 0.02 2335.1 0.70 0.23 ± 0.007 10729.9 0.50
Succinic 0.41 ± 0.01 2644.6 1.00 0.25 ± 0.004 10300.3 0.30
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a Peak-width (mean of 10 injections).
b Plates (mean of 10 injections).
c mg/L.

.2. Sampling

Commercial available white wines from Galicia (NW Spain) and
rom the same vintage (2006) were analysed. The samples were fil-
ered through a 50 �m PTFE membrane filter (Advantec MFS, INC,
A, USA) and directly injected into the chromatograph without pre-
ious treatment. The analyses were performed in triplicate.

.3. Equipment and analytical conditions

.3.1. HPLC–UV
The HPLC system (Hewlett-Packard, CA, USA) consisted of an

P1100 quaternary pump, an HP1100 degassing device, a 20 �L
njection loop (Rheodyne, Cotati, CA, USA) an HP1100 UV-detector
et at 215 nm. The HPLC was controlled by a personal computer
unning HP ChemStation software.

Operating conditions were as follows: the chromatographic
eparation was performed on a TEKNOKROMA, Tr-010065 Mediter-
anea sea18 (15 cm × 0.4 cm, i.d. 3 �m) and a TEKNOKROMA, Tr-
15605 TRACER EXTRASIL Octadecylsilane (ODS2) (25 cm × 0.4 cm,
.d. 5 �m). The characteristics of the stationary phases regarding
article size (�m); total carbon content (%); surface area (m2/g);
nd average pore diameter (Å) are: 5 �m; 12%; 200 m2/g; and 80 Å
or octadecylsilane (ODS2) column and 3 �m; 17%; 450 m2/g and
0 Å for Mediterranea sea18, respectively.

The mobile phase consisted of ultra-pure Milli-Q water contain-
ng 0.1% formic acid. The flow rate was set at 0.5 mL min−1 and the
njection volume was 20 �L. The analysis was performed at room
emperature.

.3.2. HPLC–MS: confirmation analysis

A high performance liquid chromatograph 1100 Agilent coupled

o a Microtof-Bruker spectrometer was used for organic acids iden-
ification. MS data were acquired in the negative ion electrospray
onization (ESI) mode. The operating conditions for ESI were: cap-
llary voltage 4500 V and fragmentor voltage 70 V. The column and

obile phase were the same as in the HPLC–UV analysis.

ig. 1. Chromatograms of a standard solution performed on a Mediterranea sea18 (A) a
ormic acid as mobile phase and at a flow rate of 0.5 mL min−1. Peaks: (1) tartaric; (2) ma
2.4. Identification and quantification

Identification of organic acids was made by comparison of their
retention times with those of pure standards solutions. Moreover,
citric acid, lactic acid, malic acid, succinic acid and tartaric acid
were also confirmed by liquid chromatography mass spectrome-
try. Quantification was performed on the basis of linear calibration
plots of peak area against concentration. Calibration lines were con-
structed based on five concentration levels of standard solutions.

3. Results and discussion

Preliminary experiments were carried out in order to optimize
the chromatographic conditions. Acidic mobile phases are common
used in the analysis of carboxylic acids. Phosphoric acid is the typ-
ical eluent when a LC–UV system is employed, however this acid is
not suitable for ESI since could damage the surface of the interface
[17,19]. More volatile acids are required.

Formic acid was selected because of their appropriate proper-
ties. On the one hand is compatible with ESI and on the other
hand help to maintain a low pH. Two different proportions were
tested (0.1 and 0.5% formic acid), the best separation was obtained
with 0.1%, this is in agreement with a previous study conducted by
Gamoh et al. [17].

Another essential step in the development of a chromatographic
method is the selection of the stationary phase. In this study a
conventional Tracer Extrasil Octadecylsilane (ODS2) and a novel
Mediterranea sea18 were tested.

The novel chromatographic support is based on perfectly spheri-
cal particles of extremely pure silica; with a very low metal content,
additionally this packing is prepared to work with aqueous mobile
phases in a wide pH range [20]. These characteristics make of this

column an excellent alternative to the conventional octadecylsilane
(ODS2) for the analysis of the organic acids.

Both columns were compared concerning the sensitivity and
system suitability parameters such as the number of the theoretical
plates and the width of the peaks.

nd on an octadecylsilane (ODS2) (B) columns using Milli-Q water containing 0.1%
lic; (3) acetic; (4) lactic; (5) citric; (6) succinic.
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the repeatabilities between days the values obtained were lower
than 3% except for acetic acid (Table 3).

Organic acids were identified by comparing their retention times
with the standards and confirmed by LC–MS. Characteristic masses
(m/z) were 149, 133, 191, 117 and 89 for tartaric, malic, citric, suc-

Table 2
Equations of calibration curves.

Analyte Range of
linearitya

Equation R2

Tartaric 1–200 y = 3.100X(±0.005) − 0.7211(±0.518) 0.999992
Malic 5–200 y = 1.7506X(±0.07) − 7.0561(±6.97) 0.995
Fig. 2. ESI-MS spectra: t

As can be seen from the data of Table 1 the use of the
editerranea sea18 column lead to better performance and sen-

itivity as compared to the conventional octadecylsilane (ODS2)
olumn, therefore this stationary phase was used for further
ssays.

Chromatograms performed on a Mediterranea sea18 and on an
ctadecylsilane (ODS2) columns are presented in Fig. 1.

The proposed analytical method was validated with regard to
inearity, limits of detection and repeatabilities within day and
etween days. The linearity of the method was tested by using a
eries of organic acids standard solutions of known concentration.
he calibration curves were constructed using five concentration
evels and they were fitted to a linear equation. Each point of
he calibration curve is the average of three peak–area measure-

ents. Table 2 shows the linear equation, the range of linearity and
he determination coefficients of the carboxylic acids studied. The

ethod showed good linearity, determination coefficients were in
ll cases greater than 0.995.
The detection limits (defined as a signal three times the high
f the noise level) determined in accordance with the Analytical
hemical Subcommittee guidelines [21] are presented in Table 1.
ower limits of detection were obtained when using Mediterranea
ea18 column.
c, malic, citric, succinic.

The intra- and inter-day repeatabilities were determined by
analyzing six replicates of the standards at three different concen-
tration levels, expressed as the percentage of R.S.D. (%R.S.D. (n = 6)),
in the same day and in different days, respectively. All analytes
except acetic and malic acids presented a repeatability within day,
expressed as the %R.S.D. (n = 6) lower than 1%; in what concerns to
Lactic 1–200 y = 1.067X(±0.001) + 0.0490(±0.10) 0.999997
Acetic 5–200 y = 6.6606X(±0.04) − 1.4363(±3.77) 0.99990
Citric 5–200 y = 3.1589X(±0.01) − 3.1478(±1.958) 0.99994
Succinic 1–200 y = 1.467X(±0.0008) − 0.0390(±0.08) 0.9999991

a mg/L.
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Table 3
Repeatability within day and between days (%R.S.D. (n = 6)) at three concentrations
levels.

No. Compound Concentration
(ppm)

Intra-day
%R.S.D. (n = 6)

Inter-day
%R.S.D. (n = 6)

1 Tartaric
0.50 0.5 0.7

10 0.2 0.2
100 0.4 1.3

2 Malic
0.50 0.8 0.9

10 1 1
100 0.5 2

3 Acetic
0.50 1 1

10 0.9 3
100 0.4 1.5

4 Lactic
0.50 0.3 0.4

10 0.4 0.5
100 0.4 1.2

5 Citric
0.50 0.4 0.5

10 0.4 0.7
100 0.2 1.6

6 Succinic
0.50 0.4 0.5

10 0.6 1.3
100 0.2 0.2

Table 4
Content of organic acids in samples analysed.

Organic acid Sample 1 Sample 2 Sample 3

Tartaric 191 193.7 198
Malic 147.6 157.7 147.5
A
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cetic 68.2 67.5 69.8
actic 57.1 57.6 57.7
itric 149 155.5 147.8
uccinic 36.7 37.9 36.9

inic and lactic respectively. They correspond to the deprotonated
olecular ion [M−H]−. Acetic acid could not be identified with the

C–MS system available because it is not suitable to analyse low
eight molecules. The ESI-MS spectra corresponding to the tartaric,

alic, citric and succinic acid are illustrated in Fig. 2.
Once the chromatographic conditions were established and just

o test the new column with real samples the proposed method
as applied to the determination of organic acids in three differ-

nt commercial available white wines from the same origin; the

[
[
[
[
[

ta 78 (2009) 643–646

analysis were performed directly without previous treatment. The
amounts of organic acids found are presented in Table 4.

4. Conclusions

The new stationary phase could be an excellent alternative to the
conventional octadecylsilane (ODS2) columns to analyse organic
acids in different matrix. This novel packing showed an extraordi-
nary sensitivity and a suitable performance.
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a b s t r a c t

Cadmium and iron are antagonistic elements in the sense that they produce different effects in the human
body. Both elements have to be determined routinely in grain products, cadmium because of its toxicity,
and iron because all grain products, according to Brazilian law, have to contain a minimum of 42 mg kg−1

Fe to combat anemia. A routine screening method has been developed for the quasi simultaneous deter-
mination of cadmium and iron using high-resolution continuum source electrothermal atomic absorption
spectrometry and direct solid sampling. The primary absorption line at 228.802 nm has been used for Cd,
and an adjacent secondary line at 228.726 nm for the determination of Fe. Various chemical modifiers
have been investigated, and a mixture of tungsten and iridium, applied as a permanent modifier, showed
the best performance; it stabilized Cd up to a pyrolysis temperature of 700 ◦C and did not over-stabilize
Fe. Two atomization temperatures were used sequentially, 1700 ◦C for Cd and 2600 ◦C for Fe, because of
their significantly different volatilities. The characteristic masses obtained were 0.9 pg for Cd and 1.2 ng
irect solid sample analysis
for Fe. The limits of detection (3�, n = 10) were 0.6 �g kg−1 for Cd and 0.5 mg kg−1 for Fe. The relative
standard deviation ranged from 3 to 7% for Cd and from 4 to 13% for Fe, which is satisfactory for the pur-
pose. The accuracy of the method was confirmed by the analysis of three certified reference materials;
the results were in agreement with the certified values at a 95% confidence interval. The Cd content in
the investigated grain products was between 0.9 and 10.5 �g kg−1, but most of them did not contain the

nt of
required minimum amou

. Introduction

The chemical analysis of human food is a topic of interest for
onsumers and health professionals. Because of this, significant
esearch has been carried out in order to aware government author-
ties about the need of controlling and supervising the quality of
ood [1–3]. Cadmium and iron are very important elements for two
ompletely different reasons. Cadmium is an extremely toxic ele-
ent even at low concentration; it was classified as carcinogenic
f group 1 [4], by the International Agency for Research on Cancer
IARC), and set at the 7th position in the list of the most aggressive
ubstances to health and to the environment by the Program for
nswers, Reparations and Environmental Responsibilities (Cercla)

∗ Corresponding author. Fax: +55 48 3721 6850.
E-mail address: Welz@qmc.ufsc.br (B. Welz).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.006
iron.
© 2008 Elsevier B.V. All rights reserved.

of the ATSDR-EPA [5]. The Codex Alimentarius limits the concentra-
tion of Cd in food to a maximum of 0.2 mg kg−1 [6], and Brazilian
legislation sets an upper limit of 1.0 mg kg−1 [7]. Iron, in contrast,
is an essential element, and iron deficiency in food may cause
diseases, such as anemia. Many researchers, and also the World
Health Organization, are therefore recommending fortification of
food, mainly of grain products, with iron as one of the best options to
combat iron deficiency. Brazilian legislation, for example, requires
a minimum content of 42 mg kg−1 Fe in all kind of grain products
in order to combat anemia in the country [8].

Usually, food samples are analyzed after they were brought into
solution by traditional techniques, such as dry ashing or wet diges-
tion [9]. For the subsequent determination of trace elements these

techniques present some limitations associated with (a) the applied
temperature, (b) the form in which the analyte is present in the
sample, (c) the chemical environment in the ashing/digestion stage,
and (d) the dilution that is inevitably associated with any digestion,
which obviously affects the limits of detection that can be attained.
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Table 1
Temperature program for the simultaneous determination of cadmium and iron in
food samples by SS-HR-CS AAS using W–Ir as the permanent modifier.

Stage Temperature (◦C) Ramp
(◦C s−1)

Hold
time (s)

Ar flow rate
(L min−1)

Drying 90 10 10 2.0
Drying 130 5 5 2.0
Pyrolysis 700 50 15 2.0
Auto Zero* 700 100 1 0
Atomization* 1700 2000 3 0
78 L.M.G. dos Santos et al.

ontamination and/or losses by volatilization are among the most
requent sources of systematic errors and affect directly the accu-
acy of analytical results [10]. An alternative to minimize these
roblems is the direct analysis of solid samples, which presents a
umber of advantages such as high detection power, high speed of
nalysis, minimum risk of contamination and loss of the analyte(s),
nd the absence of toxic and/or corrosive chemicals [11]. The only
isadvantage of this technique is the higher imprecision due to the
atural heterogeneity of solid samples [12–14].

High-resolution continuum source absorption spectrometry
HR-CS AAS), which has been investigated as an alternative to line
ource AAS (LS AAS) since the 1960s [15] has finally become feasi-
le in the 1990s [16,17] and became commercially available a few
ears ago. The technique and the instrumental concept have been
ully described by Welz et al. [15]. The major features of this tech-
ique are the use of a single radiation source for all analytes and
avelengths, the visibility of the spectral environment around the

nalytical line at high resolution, and its unsurpassed background
orrection capabilities that make it ideally suited for the direct anal-
sis of complex samples. Particularly for the direct analysis of solid
amples, HR-CS AAS has demonstrated its superiority over conven-
ional LS AAS [11].

Although the currently available spectrometers for HR-CS AAS
re not designed for simultaneous multi-element determination,
t is possible to determine more than one element at a time if
he absorption line of a second (or third) element appears within
he spectral interval that reaches the CCD array detector, which is
etween about 0.4 and 2 nm, depending on the wavelength range.
his second line, almost inevitably, is a less sensitive analytical line,
nd, although there are ways to increase or reduce sensitivity in HR-
S AAS [18], the sensitivity ratio between the two lines has to be

n accordance with the analytical task. Additional problems for the
imultaneous determination of more than one element in ET AAS
re the selection of compromise pyrolysis and atomization temper-
tures and to choose a chemical modifier that is equally suited for
oth elements. Usually it is considered difficult to determine ele-
ents of significantly different volatility simultaneously with this

echnique.
The goal of the present work has been to investigate the possibil-

ty of a simultaneous determination of Cd and Fe in grain products
sing direct solid sampling (SS) analysis in order to establish a

ast routine screening procedure for food analysis. There is an iron
bsorption line at 228.726 nm close to the main resonance line of
admium at 228.802 nm, i.e., it is available for simultaneous deter-
ination. The sensitivity of the secondary iron line is also some

wo orders of magnitude lower than that of the primary resonance
ine, which roughly corresponds to the difference in concentration
etween the two elements in food samples. The major challenge,
ence, has been to develop a temperature program and to find a
odifier that is compatible with the significantly different volatility

f the two analytes.

. Experimental

.1. Instrumentation

All experiments were carried out using a prototype high-
esolution continuum source atomic absorption spectrometer,
ased on a Model AAS 6 Vario (Analytik Jena, Jena, Germany), from
hich all optical components have been removed and replaced by

spectrometer built at ISAS (Berlin, Germany). This spectrome-

er consists of a high-intensity xenon short-arc lamp operating in
hot-spot mode, a high-resolution double monochromator and a
CD array detector. The double monochromator consists of a pre-
ispersing prism monochromator and a high-resolution echelle
Atomization* 2600 3000 12 0
Cleaning 2600 1000 3 2.0

* Signal registration in these stages

grating monochromator, both in Littrow mounting, resulting in a
resolution of �/��≈ 140,000, corresponding to a resolution per
pixel of ∼2 pm at the cadmium line. The system is controlled by
a Pentium III personal computer (100 MHz), running a data acqui-
sition program developed at ISAS Berlin. Details of this equipment
have been described in previous publications of our group [19,20].
The primary resonance line for Cd at 228.802 nm, and the adjacent
secondary line for Fe at 228.726 nm were used for the simultaneous
determination of the two elements. The atomic absorption for both
elements was measured using peak volume selected absorbance
(PVSA) [18] using three pixels (A�3,int), corresponding to a spec-
tral interval of ∼6.0 pm, as these conditions resulted in the best
signal-to-noise (S/N) ratio.

The transversely heated graphite tube atomizer system supplied
by Analytik Jena together with the Model AAS 6 Vario was used
throughout. All experiments were carried out using pyrolytically
coated solid sampling (SS) graphite tubes without dosing hole (Ana-
lytik Jena Part No. 407-A81.303) and SS platforms (Analytik Jena
Part No. 407-152.023). The samples were weighed directly onto
the SS platforms using an M2P microbalance (Sartorius, Göttingen,
Germany) and inserted into the graphite tube using a pre-adjusted
pair of tweezers, which is part of the SSA 5 manual solid sampling
accessory (Analytik Jena). For the measurement of solid samples
the PVSA was normalized for a sample mass of 1 mg, as it is impos-
sible (and unnecessary) to weigh and introduce always the same
sample mass into the graphite furnace. Aqueous standards and
modifier solutions were injected manually onto the SS platform
using micropipettes with disposable tips. Argon (99.996%, White
Martins, São Paulo, Brazil) was used as purge and protective gas
throughout. The optimized graphite furnace temperature program
used for the simultaneous determination of Cd and Fe is shown in
Table 1. Obviously, the solid samples analyzed in this work would
not need any drying stage; nevertheless, the same temperature pro-
gram has been used for aqueous standards and for the solid samples
in this work for simplicity reason.

A vibration ball mill Model MM 200 (Retsch, Düsseldorf, Ger-
many) with agate balls has been used to grind the bread and biscuit
samples.

2.2. Standard solutions, modifiers and samples

A standard solution containing 1000 mg L−1 Cd was prepared
from a Spex standard (Spex, Eddison, NJ, USA) and a 1000 mg L−1

Fe solution was prepared from a Titrisol concentrate (Merck). The
calibration solutions were prepared daily through serial dilutions
of the stock solution with the addition of 0.5% (v/v) nitric acid. De-
ionized water from a Milli-Q system (Millipore, Bedford, MA, USA)

with a resistivity of 18 M� cm was used throughout. The following
atomic absorption standard solutions were used for the permanent
modifiers: 1000 mg L−1 Ir and 1000 mg L−1 W (both from Fluka,
Buchs, Switzerland). In order to coat the platform surface with a
permanent modifier, ten aliquots of 40 �L each of the modifier solu-
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Table 2
Temperature program for the thermal deposition of the permanent modifier on the
SS graphite platform; the gas flow was 2 L min−1 in all stages.

Stage Temperature (◦C) Ramp (◦C s−1) Hold time (s)

1 130 30 20
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Fig. 1. Integrated absorbance spectrum in the vicinity of the cadmium resonance
400 30 20
1000 100 10
2000 100 5

ion were injected onto the platform, and the temperature program
hown in Table 2 was executed after each injection, resulting in a
otal mass of 400 �g of modifier on the SS platform. In order to
oat the platform with the W–Ir mixed permanent modifier, five
liquots of 40 �L of the W modifier solution were applied first, each
ne followed by the temperature program shown in Table 2, then
ve aliquots of 40 �L of the Ir modifier solution were applied, also

ollowed by the same temperature program, resulting in a coating
ith 200 �g each of W and Ir.

The following certified reference materials (CRM) have been
sed in this work: NIST SRM 1567a wheat flour, NIST SRM 1573a
omato leaves (National Institute for Standards and Technology,
aithersburg, MD, USA) and BCR No. 191 brown bread (Community
ureau of Reference, Brussels, Belgium).

One wheat flour, one corn flour, two samples of French bread and
wo samples of biscuits have been collected from local supermar-
ets in Florianópolis, SC, for this investigation. The samples were
ried in a stove at 70 ◦C for a period of 48 h; then they were ground

n a vibration ball mill with agate balls for 30 min with a frequency
f 30 s−1; the samples have not been sieved, as a very fine powder
as been obtained after the treatment in the mill.

. Results and discussion

.1. Method development

The currently available spectrometers for HR-CS AAS are not
esigned for simultaneous multi-element determination. Never-
heless, it is possible to determine more than one element at a
ime if the absorption line of a second element is located within
he spectral interval that reaches the detector. In the case of Cd
his interval corresponds to about ±0.2 nm at both sides of the ana-
ytical line. This is of only minor interest in flame AAS, where fast
equential determination of several analytes under optimized con-
itions is obviously the better choice [21]. In ET AAS, in contrast,
here fast sequential determination is not feasible because of the

ransient nature of the absorbance signals, simultaneous determi-
ation of more than one analyte is of great interest, as it reduces
nalysis time proportionally. However, several requirements have
o be met in order to make this approach feasible, and conditions
ave to be optimized, as any simultaneous determination implies
ompromises.

The first requirement is that the sensitivity ratio between the
lements to be determined at the available analytical lines corre-
ponds roughly to the concentration ratio of the analytes in the
amples to be analyzed. Although HR-CS ET AAS offers various pos-
ibilities to increase or decrease sensitivity by choosing appropriate
ixels for measurement [18], particularly the option to increase sen-
itivity is limited. Fortunately this condition was fulfilled in the
resent case, as the iron line at 228.725 nm is about two orders
f magnitude less sensitive than the primary resonance line at
48.327 nm, and about three orders of magnitude less sensitive

han cadmium at the 228.802-nm line, as shown in Fig. 1. This
orresponds in a first approximation to the situation in grain prod-
cts, where the concentration of cadmium is typically 3–4 orders
f magnitude lower than that of iron.
line at 228.802 nm using an aqueous standard containing 50 pg Cd and 30 ng Fe;
pyrolysis temperature: 700 ◦C; atomization temperature: 1700 ◦C for Cd and 2600 ◦C
for Fe; W–Ir mixed permanent modifier.

Another problem in the present case is the significantly different
volatility of cadmium and iron, which requires careful optimization
of the compromise conditions. It is obvious that the most volatile
element determines the maximum pyrolysis temperature, and the
most refractory element determines the atomization temperature.
An additional problem is the selection of a suitable modifier, as it
is well known that cadmium requires a chemical modifier, as oth-
erwise it is lost already at pyrolysis temperatures above 300 ◦C, at
least from aqueous solution. Iron, on the other hand, does not need
a modifier, and it might be ‘over-stabilized’ by the use of a modifier,
i.e., become even more difficult to atomize.

Only permanent chemical modifiers have been considered in
this work, as the goal has been the development of a fast rou-
tine procedure, and injecting manually a modifier solution on top
of each solid sample would have complicated the procedure con-
siderably. Iridium and tungsten alone and a combined tungsten
and iridium (W–Ir) permanent modifier have been investigated in
this work. The pyrolysis and atomization temperatures have been
optimized using a univariate approach, as for a given modifier, tem-
perature is the only variable that determines the measured signal.
Multivariate approaches have been used occasionally to determine
optimum pyrolysis and atomization temperatures; however, the
result might be falsified by artifacts and suggest less-than-optimum
temperatures. In addition, valuable details might be overlooked
that appear in ‘conventional’ univariate pyrolysis and atomization
curves.

Two reference materials (BCR No. 191, brown bread and NIST
SRM 1573a, tomato leaves) and aqueous standard solutions have
been used for the development and optimization of the method,
but only the results obtained for the brown bread CRM will be
shown. The curves for the tomato leaves CRM have been very sim-
ilar, and the behavior of the aqueous standards will be discussed
where necessary.

The pyrolysis and atomization curves for Cd in the brown bread
CRM without modifier and with the three permanent modifiers (Ir,
W and W–Ir) are shown in Fig. 2a and b. In contrast to aqueous
standards, where Cd without a modifier is lost at pyrolysis temper-
atures above 300 ◦C, no significant losses have been observed from
the CRM up to about 600 ◦C. Above this temperature Cd was lost

rapidly, and neither Ir alone nor W alone used as permanent mod-
ifier could prevent these losses, although some stabilizing effect
has been observed. The W–Ir mixed permanent modifier stabilized
Cd up to a pyrolysis temperature of 700 ◦C, which was sufficient to
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Fig. 2. Pyrolysis and atomization curves for Cd in CRM BCR 191 brown bread; - � -
without modifier; - � - W permanent modifier; - � - Ir permanent modifier; - © -
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Fig. 3. Absorbance signals measured for BCR 191 brown bread CRM at the cen-

curve without modifier also exhibits a maximum at 2000 ◦C and a
decreasing sensitivity for higher atomization temperatures. In the
presence of the W–Ir mixed modifier complete release of Fe is only
achieved at 2500 ◦C, where the atomization curve coincides with
–Ir permanent modifier; a – pyrolysis curves; atomization temperature of 1600 ◦C
ithout modifier and 1800 ◦C with permanent modifier; b – atomization curves;

yrolysis temperature of 500 ◦C without modifier and 700 ◦C with permanent mod-
fier.

fficiently remove the bulk of the matrix. The atomization curve
or Cd without a modifier shows the typical behavior for a volatile
lement, i.e., a maximum, in this case around 1500–1600 ◦C, fol-
owed by a decrease in sensitivity; this is due to the increasing
iffusion velocity at higher temperatures, which results in a shorter
esidence time of the atoms in the absorption volume. The atomiza-
ion curves with the permanent modifiers exhibit lower sensitivity
p to about 1700 ◦C, which indicates an incomplete release of Cd at
hese temperatures due to the stabilizing power of the modifiers.
bove this temperature the sensitivity becomes very similar to that
ithout modifier, indicating a complete release of the analyte from

he modifier and the same diffusion losses with further increasing
emperature.

Fig. 3 shows the absorbance signal for Cd and the background for
he brown bread CRM without and with correction for continuous
ackground using the W–Ir mixed permanent modifier, a pyrolysis
emperature of 700 ◦C and an atomization temperature of 1700 ◦C.
t is obvious that the background can be corrected without any
roblems, resulting in a very smooth atomization signal for Cd.

The pyrolysis and atomization curves for Fe in the brown bread
RM are shown in Fig. 4a and b. Iron exhibits very high thermal sta-
ility up to at least 1500 ◦C even without a modifier, which is typical
or this element. The explanation for the lower sensitivity obtained

ith the W–Ir mixed permanent modifier can be obtained from

he atomization curves in Fig. 4b. When the atomization curves
ithout modifier and with the W–Ir mixed modifier are compared,

he similarity with the corresponding atomization curves for Cd
ecomes obvious. Although Fe is a much less volatile element, the
ter pixel at 228.802 nm using the Ir–W permanent modifier, using a pyrolysis
temperature of 700 ◦C and an atomization temperature of 1700 ◦C; gray line: with-
out background correction; black line: with correction for continuous background
absorption.
Fig. 4. Pyrolysis and atomization curves for Fe in CRM BCR 191 brown bread; - � -
without modifier; - � - W permanent modifier; - � - Ir permanent modifier; - © -
W–Ir permanent modifier; a – pyrolysis curves; atomization temperature of 2500 ◦C
without modifier and 2600 ◦C with permanent modifier; b – atomization curves;
pyrolysis temperature of 500 ◦C without modifier and 700 ◦C with permanent mod-
ifier.
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Table 3
Figures of merit for the simultaneous determination of Cd and Fe by SS-HR-CS ET AAS at 228.802 nm and 228.726 nm, respectively, using the temperature program in Table 1.

Parameter Analyte

Cd Fe

Analytical range 3–70 pg/0.3–7 �g L−1 2.6–40 ng/0.26–4 mg L−1

Analytical curve, aqueous standards A�3,int = 0.0051 mCd + 0.0098 A�3,int = 0.0037 mFe + 0.0091
Analytical curve using CRM A�3,int = 0.0051 mCd + 0.0033 A�3,int = 0.0037 mFe + 0.0022
R 0.9981 0.9992
LODa 0.9 pg/0.6 �g kg−1 0.8 ng/0.5 mg kg−1
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described by Souza and Junqueira [24]. Three calibration curves
were prepared on different days, with concentration levels of 1,
3, 5 and 7 �g L−1 Cd (corresponding to 10, 30, 50, 70 pg Cd), and
1, 2, 3 and 4 mg L−1 Fe (corresponding to 10, 20, 30 and 40 ng Fe).
OQa 3.0 pg/2
0 0.9 pg

a Based on 1.5 mg of sample mass

hat without a modifier. The apparently slightly higher sensitivity
btained with W and Ir alone is actually an artifact; both modifiers
re ‘over-stabilizing’ iron, resulting in a poorly defined, very broad
tomization signal that is very difficult to integrate.

According to these results it becomes apparent that the W–Ir
ixed modifier gives best results for both analytes, although Fe

bviously would not need any modifier at all. It also became appar-
nt that the bulk of the matrix could be removed at a pyrolysis
emperature of 700 ◦C in the presence of this modifier. However,
t also became obvious that no common atomization temperature
ould be used for the two analytes without impairing significantly
he performance for Cd. For this reason, two atomization temper-
tures were used sequentially, 1700 ◦C for Cd and 2600 ◦C for Fe,
ccording to the program shown in Table 1. The atomization sig-
als obtained for the two analytes for an aqueous standard and

or the brown bread CRM are shown in Fig. 5a and b. Although the
etermination of the two elements is not strictly ‘simultaneous’, we
refer to use this term in order to distinguish the procedure used in
his work from ‘fast sequential’ procedures that include a change of
avelength and of other experimental parameters, as it is common
ractice in HR-CS AAS with flame atomization [21].

.2. Calibration and figures of merit

Several calibration approaches were proposed in the literature
o compensate for potential matrix effects in direct SS-ET AAS,
uch as calibration against solid standards (usually CRM) with a
atrix composition and analyte concentration similar to that of

he sample to be analyzed, and the ‘generalized analyte addition
ethod’, a three-dimensional calibration technique [22]. The latter

as been applied by only a limited number of authors due to its
omplexity, whereas the former is routine in other solid sampling
echniques, such as arc and spark emission and X-ray fluorescence.
he major problem associated with the use of solid CRM for calibra-
ion, besides the high cost of these materials, is that the uncertainty
f the certified value adds to the uncertainty of the calibration
nd hence of the final analytical result. However, if the literature
bout SS-ET AAS of the last 15–20 years is consulted, the vast
ajority of determinations have actually been carried out using

queous standards for calibration [12], which is mostly due to the
ncompromising use of the stabilized temperature platform fur-
ace (STPF) concept [23]. Besides the classical components, which

nclude atomization from a L’vov platform, integration over the
eak area and the use of a chemical modifier, the introduction of
ransversely heated, spatially isothermal atomizers had a signifi-
ant contribution to freedom from interferences. The weak link in LS
AS has always been the background correction, a problem that has
een finally solved with the introduction of HR-CS ET AAS, which

lso reflects in the publications about direct SS using aqueous stan-
ards for calibration [11]. Calibration against aqueous standards
nd against a solid CRM has been compared in this work, and the
lopes of the calibration curves have been found to be very simi-
ar, as shown in Table 3. The appearance times and peak shapes are
kg−1 2.6 ng/1.7 mg kg−1

1.2 ng

also very similar for the two analytes in aqueous solution and for
direct SS analysis, as has been shown in Fig. 5a and b. The aqueous
standard in Fig. 5a corresponds to amass of 50 pg Cd and 30 ng Fe,
and the PVSA values were 0.262 and 0.124 s, respectively; in Fig. 5b
1.022 mg of CRM BCR 191 was introduced into the graphite atom-
izer, corresponding to 29 pg Cd and 42 ng Fe, and the PVSA values
were 0.147 and 0.160 s, respectively. This is another indication for a
very similar atomization behavior and the absence of matrix effects.

Table 3 also shows the other figures of merit for the simulta-
neous determination of Cd and Fe in grain products by SS-HR-CS
ET AAS. The linearity assessment was based on the methodology
Fig. 5. Superimposed absorbance signals for Cd (gray line) and Fe (black line) after
automatic correction for continuous background absorption; pyrolysis temperature:
700 ◦C; atomization temperature: 1700 ◦C for Cd and 2600 ◦C for Fe; a – aqueous
standard; b – BCR 191 brown bread CRM.
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Table 4
Results obtained for the determination of cadmium and iron in CRM by SS-HR-CS ET AAS using aqueous calibration standards and NIST SRM 1567a for solid calibration and
Ir–W as a permanent modifier.

CRM Analyte Certified/mg kg−1 Found/mg kg−1

Aqueous calibration Solid calibration

BCR 191 Cd 0.028 ± 0.002 0.025 ± 0.002 0.026 ± 0.002
NIST 1573a 1.52 ± 0.04 1.4 ± 0.1 1.4 ± 0.1
NIST 1567a 0.026 ± 0.002 0.023 ± 0.001 Used for calibration
BCR 191 Fe 40.7 ± 2.4 37.8 ± 6.3 43.4 ± 7.4
N 342 ± 19 400 ± 21
N 15.2 ± 1.5 Used for calibration
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Table 5
Results of the simultaneous determination of cadmium and iron in different grain
products collected in local supermarkets of Florianópolis, Brazil, using SS-HR-CS ET
AAS and calibration against aqueous standards; all values are average and standard
deviation of n = 5 determinations.

Sample Found concentration

Cd/�g kg−1 Fe/mg kg−1

Wheat flour 5.9 ± 0.6 15.7 ± 4.7
Corn flour 0.9 ± 0.3 19.8 ± 2.7
French bread A 10.5 ± 0.3 37.2 ± 2.0

ization of Fe, as is shown in Fig. 6. This spectrum has been identified
as being due to the sulfur monoxide SO; it could be removed by
lest-squares background correction [30] using a reference spectrum
established with an aqueous solution of (NH4)2SO4. However, this
correction was actually found to be unnecessary, as none of the
IST 1573a 367 ± 7
IST 1567a 14.1 ± 0.5

he linearity was tested by examining a plot of residuals produced
y linear regression of the response on the concentration in an
ppropriate calibration set. The statistic test (Ryan-Joine, Levene,
urbin-Watson) has been carried out by comparing the lack-of-fit
ariance with that due to pure error, which confirmed the linearity
f the calibration curves for Cd and Fe [25–27].

In this work precision is expressed as relative standard devia-
ion (%RSD) of five replicate measurements of a CRM. Although five
eplicates might appear insufficient to obtain a reliable RSD, it has
een found that the values do not improve significantly in SS-ET
AS when a greater number of replicates are used. The RSD values
ere between 3 and 7% for Cd and between 4 and 13% for Fe. The

ignificantly higher RSD for the latter element could be due to the
mnipresence of this element in the environment, i.e., due to some
ontamination; however, as no systematic bias has been observed,
t is more likely due to the inhomogeneous distribution of iron in
he investigated CRM.

The accuracy of the method has been evaluated by analyzing
hree CRM of different composition, demonstrating the wide appli-
ability of the method [28], using both aqueous standards and a
olid CRM for calibration. The results, shown in Table 4 confirm that
here is no significant difference between both calibration tech-
iques, based on a Student’s t-test at a confidence level of 95%
26].

The limit of detection (LOD) was calculated according to the ‘zero
ass response’ [22,28,29] as three times the standard deviation of

he signal obtained for 10 repetitive “atomizations” of an empty SS
latform, only containing the modifier. The LOD was 0.6 �g kg−1 for
d and 0.5 mg kg−1 for Fe. The limit of quantification (LOQ), defined
s ten times the standard deviation, was 2.0 �g kg−1 for Cd and
.3 mg kg−1 for Fe.

The characteristic mass for Cd found in this work was 0.9 pg,
hich is in agreement with literature data; the characteristic mass

ound for Fe was 1.2 ng, and no values could be found in the litera-
ure for this line for comparison. The high sensitivity of the method
an be attributed mainly to the absence of any dilution for the SS
rocedure.

.3. Analysis of real samples

The simultaneous determination of Cd and Fe was also used to
valuate the concentration of these elements in a few selected local
rain products, wheat flour, corn flour, bread and biscuits. The con-
entrations of Cd and Fe found in these products, using aqueous
tandards for calibration, are shown in Table 5. The values for cad-
ium were in the range between 0.9 �g kg−1, a value close to the

OD, and 10.5 �g kg−1 values that are well below those established
y the Codex Alimentarius (0.2 mg kg−1) and the Brazilian National

ealth Surveillance Agency–ANVISA (1.0 mg kg−1) [7]. For Iron,

he values ranged from 15.7 mg kg−1 to 72.7 mg kg−1. Considering
razilian legislation [8], which requires enriching any grain product
ith Fe to at least a concentration of 42 mg kg−1, the levels of Fe in

he wheat and corn flour samples, with values below 20 mg kg−1,
French bread B 6.2 ± 0.7 34.0 ± 2.7
Biscuit A 3.5 ± 0.9 72.7 ± 17.3
Biscuit B 7.5 ± 0.6 60.8 ± 0.6

and in the bread samples, with values below 42 mg kg−1, were
lower than the minimum amount required. Only the biscuit sam-
ples had iron levels above the minimum amount required by
law.

The wheat and corn flour and the bread samples did not exhibit
any molecular absorption except for the continuous background
absorption shown in Fig. 3. For the biscuit samples, in contrast, a
structured molecular absorption appeared together with the atom-
Fig. 6. Absorbance over time and wavelength for a biscuit sample in the vicinity
of Cd resonance line at 228.802 nm; pyrolysis temperature: 700 ◦C; atomization
temperature: 1700 ◦C for Cd and 2600 ◦C for Fe.
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olecular absorption ‘lines’ was overlapping with the iron line, so
hat no interference could be observed.

. Conclusion

This work has shown that it is possible to determine more than
ne analyte simultaneously (or quasi simultaneously) using HR-CS
T AAS if their absorption lines are within the spectral interval that
eaches the CCD array detector. This is obviously a situation that
ight not be found for a great number of cases, but besides for iron,
hich has more than 600 absorption lines, cobalt, chromium and
ickel, which all have more than 200 absorption lines, are other
andidates, the lines of which might be found in the vicinity of
ther analytes. The other condition that has to be fulfilled is that
he sensitivity ratio between the analytical lines combines with
he concentration ratio of the analytes in the samples to be ana-
yzed. This condition has been fulfilled in the present application,
ut it might as well be similar for a large number of other biolog-

cal materials, so that the proposed procedure might be extended
o other samples. The present work has also shown that a signifi-
antly different volatility of the analytes is not a barrier that would
ake their simultaneous determination impossible in HR-CS ET
AS, which is an important aspect, considering future equipment

hat might offer truly simultaneous multi-element ET AAS. Last not
east, the present work has demonstrated one more time that HR-
S AAS is ideally suited for interference-free direct SS-ET AAS, and
hat aqueous standards can be used for calibration. And it has been
hown one more time that permanent chemical modifiers can be
sed successfully for direct SS ET AAS.
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a b s t r a c t

The Meta-Nitroaniline (m-NA) doped (by varying weight percentage (wt. %)) gold/polyvinyl alcohol
(Au/PVA) nanocomposites were synthesized using gold salt and hydrazine hydrate (HH) by in situ process.
The composite was coated on ceramic rods having two end electrodes by drop casting method for study-
ing their electrical behavior at different relative humidity (RH) levels, ranging from 4 to 95% RH at room
eywords:
elative humidity
-NA/Au/PVA nanocomposite

lectrical properties

temperature. The optimized wt. % was used to prepare coatings of various thicknesses (20–40 �m) of the
films. As the humidity decreases, the resistance increases. The low humidity sensing characteristic can
be tailored by varying wt. % of m-NA and thicknesses of the nanocomposite films. The resistive-humidity
sensor shows two regions of sensitivity having highest sensitivity for lower RH. The sensor response and
recovery time is about 6–10 s and 52 s respectively. The dynamic range of variation of the resistance allows
a promising use of the films as a humidity sensor. The material was characterized by X-ray diffraction
(XRD) and impedance spectroscopy at 60% RH.
. Introduction

Nowadays humidity measurement and control has gained
mportance in many areas such as weather prediction, agriculture,
ndustrial, process control, household electric appliances, medical
eld and research. The advancement in science and technology led
reater emphasis on the measurement and control of humidity.
herefore the advanced research on humidity sensitive materials is
oing on by using various polymers, including polymer electrolytes,
onjugated polymers, etc. [1–3]. Different criteria are used for mea-
uring sensitivity to humidity and gases like changes in mechanical,
ptical and electrical properties [4]. Different humidity sensors are
opularly studied that are mainly based on the two properties, i.e.
lectrical and optical. The sensors based on the electrical proper-
ies such as impedance, resistance or capacitances are best suited to

odern automatic control systems. Electrical detection is the most
ommonly used and is based on the change in resistance or capaci-
ance of the sensor on exposure to water vapor and gases [5]. Chilled

irror optical method, infrared hygrometers, aspirated psychomo-

or, etc., are some of the techniques used for the measurement of
elative humidity. The electrical measurement techniques are use-
ul and convenient due to the easy signal processing capability and
exibility for miniaturization [6–10].

∗ Corresponding author. Tel.: +91 20 2569 2678; fax: +91 20 2569 1684.
E-mail address: mfuke@physics.unipune.ernet.in (M.V. Fuke).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.014
© 2008 Elsevier B.V. All rights reserved.

Nanosized devices are constructed by using nanoparticles
because of their high surface to volume ratio and special phys-
ical and chemical properties resulting from the reduced sizes
[11]. A humidity sensor based on nanostructured materials such
as carbon nanotubes [12,13], metal oxide nanoparticles [14] and
Nano-Wire (NW) films [15,16] are explored to promote sensitivity,
selectivity, chemical and thermal stability. Metallic nanoparticles
such as gold, silver, etc. are more efficient for several applications.
Gold nanoparticles are synthesized by chemical reduction method
with capping agents like alkanethiol [17] alkylamine molecules
[18]. They are embedded in polymers, e.g. polyvinyl pyrolidone
(PVP) and polyvinyl alcohol (PVA) [19,20] for their use in several
applications. For opto-electronic and electronic applications, the
controlled particle size and uniform distribution of nanoparticles
within the polymer are essential. The embedded or encapsulated
nano-particles within a polymer are useful for gas or humidity
sensing. Generally polymer plays two roles: (1) it acts as a surface
capping agent and (2) provides matrix to disperse nanoparticles. In
addition, casting of film becomes easier and the particle size can
be controlled well within the desired regime [1]. m-NA is studied
for Nonlinear Optics (NLO) by Adhyapak et al. [21]. Similarly, gold
nano-particles with specific size and shape are NLO active [22,23].
In the present work, the humidity sensing characteristics based
on the m-NA/Au/PVA composite in the form of thin film on a cylin-
drical alumina rod having two end electrodes were investigated
for their electrical behavior as a function of relative humidity at
room temperature. It is observed that these resistors are humidity
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ensitive; their working range can be tailored by varying the m-NA
t. % (55–100% RH) and the thickness of the films (4–95% RH).

. Experimentation

All chemicals used were of AR grade. Gold chloride solution
0.01 M) of 10 mL (to maintain the final Au (0) concentration of
bout 2 wt. % of PVA) was added to a viscous solution of 1 g
f PVA and was dissolved in 25 mL water. The reaction mixture
as stirred at room temperature. A separate solution of a diluted
ydrazine hydrate was prepared in water. 20 �L of it was added
y a micro syringe in the above reaction mixture Then by injecting
he methanolic solution of m-NA (0.01 M) dropwise with syringe
n 25 mL of above prepared solution (to get 0–4.14 wt. % of m-
A) and stirring the reaction mixture for 1 h, m-NA doped Au/PVA
anocomposites were formed. m-NA/Au/PVA nanocomposite was
haracterized by X-ray diffraction, Uv–visible spectroscopy, pho-
oluminescence, scanning electron microscopy and transmission
lectron microscopy [24].

The films of m-NA/Au/PVA nanocomposite were prepared by
rop coating (2 �L of solution by a micropipette) the solution on
he ceramic rods, which were used as resistors. A simple chemi-
al method was used to test the prepared films for their sensitivity
owards humidity. Closed humidity system for testing the humidity
esponses of the films was fabricated as shown in Fig. 1. It consists
f a closed glass chamber (volume: 6 L), with a neck for inserting
sample under test and a probe of the standard Vaisala humid-

ty meter (humidity range: 0–100% RH with an accuracy of 1–5%
H for different humidity ranges). The chamber was kept on an
luminum plate and was sealed from outside by modeling clay to
ake the system air tight. The relative humidity was created inside

he chamber by passing water vapors and simultaneously monitor-
ng the humidity to get 100% RH at room temperature (25–30 ◦C) as

easured by the standard Vaisala humidity meter. After achieving
00% RH flow of water vapors was stopped. The 100% RH was kept
or 5 min. The chamber was gently lifted and the saturated vapors
ere wiped by tissue papers and the chamber was kept at its orig-

nal position. Humidity was decreased by putting dehumidifying
aterials like phosphorous pentoxide (P2O5), calcium carbonate,

ilica gel, etc. in an appropriate amount in a pettry dish. While
◦
umidifying and dehumidifying the chamber, the 2–5 C change

n the temperature was observed. The change in relative humidity
s related to the change in the resistance of the sample.

The samples were kept in the chamber and were exposed to
he highest humidity and related output in the form of resistance

Fig. 1. Experimental set up for the measurement of relative humidity.
Fig. 2. Variation of resistance with respect to the relative humidity for different wt.
% (0, 0.69, 1.38, 2.07, 2.76, 4.14) of m-NA in Au/PVA nanocomposite.

was measured by Digital Multimeter (DMM) (Agilent U1241A) as
given in Fig. 1. Putting dehumidifying material (Thomas Baker’s
P2O5 LR grade) in the chamber, relative humidity was decreased
to the lowest value and related resistance was noted. Output is
plotted with respect to the relative humidity. The sensitivity is
defined as change in electrical resistance per unit change in rel-
ative humidity [25]. The samples of Au/PVA nanocomposite with
variable wt. % of m-NA were checked for humidity and the wt. %
of m-NA doping was optimized. This optimized concentration was
further used to optimize the film thickness. The thicknesses of the
films were varied by changing the number of coats of m-NA/Au/PVA
nanocomposite. Proper care was taken to have uniform coating. The
thicknesses of the films were measured by using micrometer screw
guage (L.C. = 0.01 mm).

The maximum difference in the output of the two cycles at any
particular RH was measured as the hysteresis. It was measured for
increasing and decreasing cycle of humidity. To study the reliability
and repeatability of the sensor, 5 cycles were performed on a sample
of the sensor.

Response time was measured for direct transition from ambi-
ent air (i.e. ≈55% RH) to higher % RH (i.e. 95% RH). Recovery time
was measured after exposing the sensor directly to the ambient air
from 95% RH by removing the sample from the test chamber, till
the sensor regains the original output value.

3. Results and discussions

The output (O/P) resistance versus % RH is plotted (Fig. 2) for
m-NA/Au/PVA nanocomposite films (20 �m thickness) of different
wt. % of m-NA. All the samples are showing response to humidity
with some threshold values of RH. All the experiments were carried
out at room temperature (25–30 ◦C).

For zero wt. % m-NA lowest humidity sensed was 70% RH while
the limit of sensing goes on increasing towards the lower humidity
with increase in wt. % of m-NA up to 55% RH for 2.76 wt. % of m-
NA. Thus the sensor can sense minimum 55% RH for 2.76 wt. % of
m-NA. Further increase in wt. % of m-NA (4.14 wt. %) decreases the

humidity sensing range up to 70% RH.

Change in the humidity sensing range is explained on the basis
of XRD (Fig. 3). XRD shows two prominent peaks. The peak at 2�
of about 20◦ is due to m-NA/PVA and it is little bit shifted against
its original value of about 18◦ [26] and the peak at 2� of about 39◦
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Fig. 3. XRD spectra of variable wt. % of m-NA doped Au/PVA nanocomposite.

resenting the (1 1 1) Bragg’s reflection of fcc crystal structure of
old (ASTM data) is present in all the XRD patterns.

Peak intensity decreases gradually from 0 to 2.76 wt. % of m-NA.
his is because of more number of protonic sites created by m-
A for adsorbing water molecules. At m-NA of 4.14 by wt. %; there

s a sudden increase in peak intensity which happens because of
ncrease in crystallinity. Due to crystallisation particle size increases

hich supports the increase in resistivity.
Output resistance verses wt. % of m-NA is plotted at constant

umidity (70% RH) as shown in Fig. 4. From Fig. 4 it is clear that
t a constant humidity with the increase in wt. % of m-NA there is
decrease in the resistivity of m-NA/Au/PVA nanocomposite films
p to 2.76 wt. % of m-NA. Further addition of m-NA increases the

esistivity due to crystallization of m-NA in the nanocomposite.

On the basis of the composition of the nanocomposites, an expla-
ation to the change in sensing behavior is proposed as follows.

In m-NA/Au/PVA nanocomposite, insulating PVA is acting as a
ost or matrix having very high resistance (60 M�) value at higher

ig. 4. Variation of wt. % of m-NA in Au/PVA nanocomposite with respect to output
esistance at 70% RH.
Scheme 1.

humidity (95% RH). For 1% RH decrease, the resistance of PVA goes
beyond measurable limit.

The next constituent of given nanocomposite, i.e. gold (Au)
which is a metallic nanoparticle enhances the humidity sensing
[27–29]. As Au nanoparticles are added into PVA the color of the
solution changes. Thus there is red-shift in the absorption spectra
of the nanocomposite [24,30]. Dispersion of Au nanoparticles in the
host decreases the resistivity of the composite up to 1 M� at 95%
RH. This is because when water molecule adsorbs on the film sur-
face, Au+ ions get loosely attached with OH- ions and H+ is free for
conduction (Scheme 1).

As m-NA is doped in the Au/PVA nanocomposite the humidity
response increases gradually. Doping of m-NA gives the loan pair
of electrons on the nitrogen from the amine which is a functional
group of m-NA, which offers some sort of binding with vacant d-
orbitals of Au0 as shown below [21].

Au0 ions are loosely attached to the nitrogen by weak Van der
Waals’ forces of attraction. Hence more numbers of H+ ions are
free for conduction decreasing resistivity for the m-NA/Au/PVA
nanocomposite.

Humidity sensing mechanism is explained on the basis of pro-
tonic conduction. Water is highly polar as it has lone-pair of
electrons and thus, it is a good donor [31] of H+ and electrons, which
is useful in proton conduction mechanism. Proton is the dominant
carrier responsible for the electrical conductivity in bulk water.
On the basis of adsorption and capillary condensation of water,
protons are produced. For ionic sensing materials, if the humid-
ity increases, the conductivity increases and the dielectric constant
increases [32,33]. When water molecule is adsorbed on film surface,
it splits to produce protons as shown by the following equation.

H2O = H+ + OH− (1)

More numbers of protons (H+) are produced when the sensing
material is exposed to more humidity in the testing system. In the
first stage of H+ ions production no proton can move because for
the first monolayer water molecule is chemically adsorbed on an
activated site to form an adsorption complex, which subsequently
transfers to surface hydroxyl groups. Next water molecule is bonded
with two neighboring hydroxyl groups through hydrogen bonding.
Thus there is a restriction on the top water molecule layer con-
densed due to the two-hydrogen bonding.

In the second step, water continues to condense on the sur-
face which forms an extra, somewhat un-ordered layer of adsorbed
water on the top of the first physically adsorbed water layer. These
extra layers vanish the ordering from the initial surface and more
and more protons become free to move inside the condensed water

(Grotthuss mechanism). Fig. 5 illustrates the tunnelling of protons
from one water molecule to the next via hydrogen bonding which
universally exists in liquid-phase of water.

The m-NA/Au/PVA nanocomposite based humidity sensor is
showing sensitivity over the humidity range of 95–55% RH. There
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Fig. 5. Brief illustration of the Grotthuss mechanism.

Table 1
Regionwise sensitivity of m-NA/Au/PVA nanocomposite films for several of wt. % of
m-NA.

wt. % of m-NA in Au/PVA
nanocomposite

Sensitivity (M�/%RH)

Region I (95–80% RH) Region II (Below 80%RH)

0 0.373 9.877
0.69 0.359 7.069
1.38 0.258 4.827
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nanocomposite is having some voids/channels separated by grains.
R1 is surface resistance at the interface of air and grain and R is the
resistance along the thickness of the film. The pores are represented
by capacitance C. it is assumed that the pores are of uniform size.
.07 0.101 4.422

.76 0.113 3.188

.14 0.549 10.56

re two sensitivity regions for all sensors shown in Fig. 2. The resis-
ance increases from 103 to 106�when RH is decreased from 95 to
5% at room temperature. The lower humidity region is more sen-
itive as compared to higher humidity region as the results given in
able 1.

The process affects electrical properties. The film effectively con-
ists of grain and grain boundaries. When the monolayer of water
olecules get adsorbed effective potential barrier between the

oundaries goes on decreasing increasing the surface conductiv-
ty of the film. As more and more water molecules get condensed
n the walls of the capillaries (boundaries), the resistance of the
rain starts coming in parallel increasing its conductivity almost
xponentially. Therefore at higher humidity the effective change in
esistance is small. Though this change in resistance is relatively
mall compared to low humidity, the sensor offers higher sensitiv-
ty than reported earlier by Ansari et al. [34], the resistive humidity
ensor.

To enhance the humidity sensing range thickness of the film
s playing vital role. The graph (Fig. 6) is plotted between rela-
ive humidity and resistance of the sensor for variable thicknesses
20 �m, 27 �m, 32 �m and 40 �m) of the films of m-NA/Au/PVA
anocomposite.

Increase in thicknesses of the films increases the depth of pores
orming bigger channels for conducting protons. This happens
ecause, as the wt. % of m-NA increases in the nanocomposite,
epth of pore sites increases for adsorption of water molecules
hich increases the humidity sensing range and sensitivity. Thus

he 40 �m thickness film shows maximum range, i.e. 4–95% RH. The

esults for different thicknesses are tabulated in Table 2.

For m-NA/Au/PVA humidity sensor, surface area is fixed with
lmost same number of pore sites. When the samples are exposed to
umidity, water molecules adsorbs on the film surface (physisorp-

able 2
umidity ranges and sensitivity for various thicknesses.

hickness of m-NA/Au/PVA
omposite film (�m)

Sensitivity (M�/%RH)

Region I Region II

0 0.104 (95–70% RH) 3.878 (70–55% RH)
7 0.182 (95–66% RH) 5.376 (65–42% RH)
2 0.190 (95–50% RH) 6.029 (50–34% RH)
0 0.201 (95–10% RH) 16.95 (10–4% RH)
Fig. 6. Variation of resistance with respect to % RH for different thicknesses of the
films of 2.76% m-NA/Au/PVA nanocomposite.

tion) and condensed into pores available in the film thus capillary
condensation takes place as shown in Fig. 7. At low humidity
(Fig. 7(a)), when adsorption starts on the film surface, a layer of
hydroxyl groups is formed by dissociative mechanism. In the mid-
dle range (Fig. 7(b)) monolayer of water molecules will be adsorbed
along sites available on the thickness of the film giving rise to bet-
ter conductivity. At a higher RH (Fig. 7(c)) multilayer adsorption
of water takes place due to which it penetrates deeply inside the
film. The adsorbed water molecules form channels for conduction
of protons which in turn sense humidity by shorting the grains
between the channels effectively reducing the resistance.To under-
stand humidity sensing mechanism in brief equivalent circuit for
humidity sensing system is drawn as shown in Fig. 8. m-NA/Au/PVA
Fig. 7. The adsorption phenomena of water molecules on film (a) at lower humidity
(surface adsorption); (b) at intermediate humidity (adsorption on capillary walls);
(c) at higher humidity (full capillary condensation).
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Fig. 8. Equivalent circuit for humidity sensing system.

hen the film is exposed to humidity, surface resistance decreases
ery fast and capacitance C increases because of higher dielectric
onstant of water. The change in resistance is due to occupied sur-
ace sites. When pores started filling with moisture the boundary
esistance decreases up to 95% RH. In this region as the resistances
are joined in parallel, there is a slow decrease in resistance. Thus

or higher humidity, resistance decreases with increasing the con-
uctivity of the sensor and vice versa.

.1. Impedance spectroscopy

The impedance spectroscopy of m-NA/Au/PVA nanocomposite
hin films was done at room humidity (60%) by using LCR meter
Hioki 3532-50 LCR HiTESTER) to support the aforementioned
esults.

The complex impedance (Z = Z′ + j Z′′) are plotted to get Nyquist
Cole–Cole) plots. Fig. 9 shows the Re Z (Z′) Vs Im Z (Z′′) plots of the

-NA/Au/PVA films. As the wt. % of m-NA increases the inclined
emicircle obtained in Cole–Cole plots shifts down towards X-axis
ndicating increase in the conductivity up to m-NA of 2.76 wt.%. For
.14 wt. % of m-NA the plot is suddenly shifting upward indicating
he increase in resistance because of crystallization of nanocom-
osite. This is complimentary to the results shown in Fig. 2. The
ample with zero wt. % m-NA shows the highest resistance. This
lso supports our statement that m-NA is a source sites for water
olecules to produce H+.

One semicircle at higher frequencies on the plot is due to kinet-

cally controlled charge transfer and a spur at lower frequencies is
ecause of mass transfer [35,36]. In impedance spectra, frequency
ecreases from left to right for each spectrum. The semicircles

ig. 9. Cole-Cole plot of m-NA/Au/PVA nanocomposite samples for different wt. %
f m-NA at room humidity.
Fig. 10. Response and Recovery properties of m-NA/Au/PVA nanocomposite based
humidity sensor at 25 ◦C.

obtained at higher frequencies (Fig. 9) are resulted as a finite
amount of screening, exerted by the hopping charges or dipoles,
which cannot follow the rapid changes of polarization. On the other
hand, the spur obtained at lower frequencies is because of polariza-
tion. Thus at a higher frequencies, sensor shows better conductivity
than that of lower frequencies.

The sensor is having about 2% hysteresis which is nothing but
result of adsorption and desorption process which indicates that
the desorption rate of water molecules in the m-NA doped Au/PVA
film is slower than the adsorption one.

The response time of m-NA/Au/PVA composite films was mea-
sured by changing the humidity from 95% to 55% RH and recovery
time by varying humidity from 55 to 95% RH. Thus adsorption and
desorption time of the electrical characteristic is 6–10 and 52 s

which is response and recovery time (Fig. 10) of the sensor respec-
tively.

To study the repeatability and reproducibility of the m-NA
doped Au/PVA nanocomposite based humidity sensor, five succes-

Fig. 11. Repeatability result for 2.76 wt. % of m-NA in Au/PVA nanocomposite.
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ig. 12. Reproducibility result for 2.76 wt. % of m-NA in Au/PVA nanocomposite.

ive cycles for 95–10% RH was carried out for each. The response
f the sensor has been shown in Figs. 11 and 12. From figures it
an be seen that the m-NA/Au/PVA films possesses a quite good
epeatability and reproducibility.

. Conclusions

m-NA/Au/PVA nanocomposite based humidity sensors were
repared by varying weight percentage of m-NA in Au/PVA com-
osite. m-NA/Au/PVA nanocomposite shows changes in resistance
y the amount of three orders of magnitudes in response to 4–95%
elative humidity (RH) change in the measuring chamber. Thus m-
A/Au/PVA can be used for fabricating humidity-sensing elements.
he sensor shows good repeatability, low hysteresis and quite good
eproducibility at room temperature.
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a b s t r a c t

Palladium sensors based on two neutral ionophores, N,N′-bis(acetylacetone) cyclohexanediamine (L1) and
N,N′-bis(o-hydroxyacetophenone)-1,2-cyclohexanediamine (L2) for quantification of palladium ions are
described. Effect of various plasticizers (o-NPOE, DBP, DEP, DOP, TBP, and CN) and anion excluder, sodium
tetra phenyl borate (NaTPB) has been studied. The best performance is obtained with a membrane com-
position of PVC:o-NPOE:ionophore (L1):NaTPB of 150:300:5:5 (%, w/w). The sensor exhibits significantly
enhanced selectivity towards palladium ion over the concentration range 1.0 × 10−8 to 1.0 × 10−1 M with
a lower detection limit of 4.0 × 10−9 M and a Nernstian compliance (29.1 ± 0.3 mV decade−1 of activity)
within pH range 2.0–6.0 and fast response time of 10 s. Influence of the membrane composition and
possible interfering ions has also been investigated on the response properties of the electrode. Fast and
alladium ion

chiff base
oly(vinyl chloride) membranes

stable response, good reproducibility and long-term stability of the sensor are demonstrated. The sensor
has been found to work satisfactorily in partially non-aqueous media up to 20% (v/v) content of methanol,
ethanol and acetonitrile and could be used for a period of 4 months. Selectivity coefficients determined
with fixed interference method (FIM) indicate high selectivity for palladium. The proposed electrode
shows fairly good discrimination of palladium from other cations. The application of prepared sensor has

termi
been demonstrated in de

. Introduction

Palladium is a rare and lustrous silvery-white metal, owing to its
hemical erosion resistance nature and alloying ability [1,2]. Palla-
ium alloys are used in dental, medicinal devices and in jewellery
anufacture. Palladium is found in many electronics items includ-

ng computers, mobile phones, multilayer ceramic capacitors, com-
onent plating, low-voltage electrical contacts and SED/OLED/LCD
elevision. It plays key role in the technology used in fuel cell, which
ombines hydrogen and oxygen to produce electricity, heat and
ater. The finely divided palladium forms a good catalyst and is
sed to speed up hydrogenation and dehydrogenation reactions as
ell as in petroleum cracking. A number of methods have been
sed for the determination of palladium, such as inductively cou-
led plasma, atomic absorption spectrometer, glow discharge mass
pectrometer, adsorptive cathodic stripping voltammetry and elec-
rothermal atomic absorption spectrometer either with or without

eparation and pre-concentration step. Palladium is widely deter-
ined spectrometrically after pre-concentration by extraction,

dsorption or reversed phase high-performance liquid chromatog-
aphy. In spite of the fact that these methods provide accurate

∗ Corresponding author. Fax: +91 1332273560.
E-mail addresses: vinodfcy@iitr.ernet.in, vinodfcy@gmail.com (V.K. Gupta).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.11.039
nation of palladium ions in spiked water sample.
© 2008 Elsevier B.V. All rights reserved.

results, they are not very convenient for analysis of large number
of environmental samples because of the requirement of sample
pre-treatment and sufficient infrastructure backup.

In recent years, a number of sensors for transition metal ions
have been reported by our group and other researchers. Poten-
tiometric detection based on ion-selective electrode is a simplest
method, offers several advantages such as fast and easy prepara-
tion procedures, simple instrumentation, relatively fast response
time, wide concentration range, reasonable selectivity, low cost and
may also be suitable for online analysis. In view of such advan-
tages, a number of Pd2+ selective sensors have been reported using
PVC membrane and coated wire-electrode [3,4]. These sensors have
a limited use for determination of palladium ions due to their
poor detection limit and narrow concentration range. The aim of
present work is the development of selective and sensitive palla-
dium ion-selective electrode. For this purpose cyclohexane based
substituted Schiff base ionophores N,N′-bis(acetyl acetone) cyclo-
hexanediimine (Fig. 1a, L1) and N,N′-bis(o-hydroxyacetophenone)-
1,2-cyclohexanediamine (Fig. 1b, L2) have been synthesized and
explored as a sensing materials to prepare palladium selective

electrode. In the screening of response to two ionophores, it is
found that L1 is quite suitable for making a palladium(II) ion-
selective electrode. The formation constant study shows that L1
forms strong complex with palladium (log Kf = 9.8) as compared to
L2 (log Kf = 6.8) and relatively weaker complex with many metals as
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eported in Table 1. Thus it is reasonable to state that membrane of
1 will act as more selective sensor for Pd2+ in comparison to L2. The
VC-based membranes of L1 and L2 as ionophores have been pre-
ared and investigated for Pd2+. The comparative results obtained
sing two ionophores are analyzed and discussed in this paper.

. Experiment
.1. Reagent and solution

Acetylacetone, 1,2-cyclohexadiamine and o-hydroxyaceto-
henone were purchased from Aldrich and used as received.

able 1
ormation constants of Schiff base-metal complexes.

etal ions Formation constants (log ˇILn )a

Schiff base (L1) Schiff base (L2)

t2+ 7.2 6.1
n2+ 6.8 5.4

o2+ 6.5 4.7
b2+ 6.1 4.9
u2+ 6.0 5.2
g2+ 5.6 4.7
i2+ 6.4 5.2
n2+ 5.7 5.0
n2+ 4.8 4.0
a2+ 6.5 5.8
a2+ 7.4 4.8
g2+ 6.1 5.3

e3+ 5.8 3.8
l3+ 5.2 3.5
a+ 4.1 2.9
+ 4.5 3.1
d2+ 9.8 6.8

a n = 5, RSD% < 1.2.
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Analytical-grade o-nitrophenyloctylether (o-NPOE), sodium triph-
enyl borate and high molecular weight polyvinyl chloride (PVC)
were purchased from Fluka and used as received. Chloronaphtha-
lene (CN) and Tri-n-butyl phosphate (TBP) were obtained from
Highmedia laboratories (Mumbai, MH, India); dioctylpththalate
(DOP), di-n-butylphthalate (DBP) and dibutyl butylphosphonate
(DBBP) were obtained from SD-Fine Chem. Limited (Mumbai, MH,
India). Palladium dichloride (Merck) was used without further
purification. Doubly distilled water was used for the preparation of
metal salts solutions of different concentrations by diluting stock
solution (0.1 M).

2.2. Synthesis of ionophore

2.2.1. Synthesis of N,N′-bis(acetylacetone) cyclohexanediimine
(L1)

The ionophore [N,N′-bis(acetylacetone) cyclohexanediimine]
was synthesized as previously described [5], by refluxing 0.1 mol
of acetyl acetone and 0.05 mol of 1,2-cyclohexanediamine for
30 min, and cooling the reaction mixture. The compound was sep-
arated as a colorless powder and recrystallized twice from ethanol.
The compound was stable at room temperature. Anal. Calc. for
[C16H26N2O2]: C, 69.03; H, 9.41; N, 10.06; O, 11.49 (%). Found: C,
69.07; H, 9.35; N, 10.05; O, 11.50 (%). The 1H NMR (CDCl3) exhibited
signals at: ıH 1.0–1.7 (s, 12H, CH3), 1.2–1.6 (m, 8H, CH2), 3.1 (t, 2H,
CH), 5.2 (s, 2H, C CH–), 15.14 (s, 2H, OH).

2.2.2. Synthesis of N,N′-bis(o-hydroxy
acetophenone)-1,2-cyclohexanediimine (L2)

The ionophore [N,N′-bis(o-hydroxyacetophenone)-1,2-cyclo-
hexanediimine] was synthesized as previously described [6], by
refluxing 0.1 mol of o-hydroxy acetophenone and 0.05 mol of 1,2-
cyclohexanediamine for 30 min, and cooling the reaction mixture.
The compound was separated as a yellow powder and recrystallized
twice from ethanol. The compound was stable at room temperature.
Anal. Calc. for [C22H26N2O2]: C, 75.40; H, 7.48; N, 7.99 (%). Found:
C, 75.35; H, 7.25; N, 7.90 (%). The 1H NMR (CDCl3) exhibited signals
at: ıH 1.90–1.50 (m, 8H, CH2CH2), 3.07 (s, 6H, CH3), 3.90 (dd, 2H,
CH), 7.37–6.70 (m, 8H, Ar–H), 16.50 (s, 2H, OH).

2.3. Fabrication of PVC membranes and sandwich PVC
membranes

The general procedure to prepare PVC-based membranes were
to mix thoroughly an appropriate amounts of ionophores (L1 and
L2), cation excluder (NaTBP), plasticizers (CN, DOP, DBP, DBBP, TBP
and o-NOPE) and PVC in THF (10 ml). After complete mixing of
all components, the homogeneous mixture was obtained and the
resulting mixture was concentrated by evaporation of THF up to
4 mL. Now the oily viscous mixture was obtained and poured into
polyacrylate rings placed on a smooth glass plate and it was covered
by glass plate. The solution was then allowed to evaporate for 24 h
at room temperature. Transparent membranes of about ∼0.5 mm
thickness were obtained, which were then cut to sized and glued
to one end of a 1.5 cm diameter Pyrex glass tube with araldite. The
molar ratio of membrane components, contact time and concentra-
tion of equilibrating solution were optimized so that the potential
recorded were reproducible and stable within the standard devia-
tion. The membrane that gave best performance and reproducible
result was selected for detailed studies.

The sandwich membrane was prepared by pressing two individ-

ual membranes (ordinarily one without ionophore and one with the
same components and an additional ionophore) together immedi-
ately after blotting them individually dry with tissue paper. The
obtained sandwich membrane was visibly checked for air bubbles
before mounting on electrode body with the ionophore-containing



486 V.K. Gupta et al. / Talanta 78 (2009) 484–490

Table 2
Optimization of membrane composition of palladium sensors.

Sensor no. Composition (mg, w/w) Slope
(mV decade−1 of
activity)

Linear working range (M) Detection
limit (M)

Response
time (s)

Lifetime
(months)

Ionophore NATBP Plasticizer PVC

1 L1 , 5 5 300, CN 150 25.1 ± 0.3 1.0 × 10−6 to 1.0 × 10−1 3.1 × 10−7 30 2
2 L1 , 5 5 300, DBP 150 27.2 ± 0.3 5.6 × 10−7 to 1.0 × 10−1 1.3 × 10−7 25 2.5
3 L1 , 5 5 300, TBP, 150 28.1 ± 0.2 1.0 × 10−7 to 1.0 × 10−1 3.9 × 10−8 15 3.5
4 L1 , 3 5 300, DBBP 150 30.0 ± 0.2 5.0 × 10−7 to 1.0 × 10−1 1.0 × 10−7 20 3.0
5 L1 , 5 5 300, DOP 150 32.3 ± 0.1 1.0 × 10−6 to 1.0 × 10−1 1.7 × 10−7 23 3.5
6 L1 , 5 5 300, o-NOPE 150 29.1 ± 0.3 1.0 × 10−8 to 1.0 × 10−1 4.0 × 10−9 10 4
7 L2 , 5 5 300, CN 150 27.0 ± 0.4 1.0 × 10−5 to 1.0 × 10−1 2.8 × 10−6 32 2.7
8 L2 , 5 5 300, DBP 150 26.4 ± 0.1 5.6 × 10−6 to 1.0 × 10−1 5.4 × 10−7 26 2.3

1.0 × 10−6 to 1.0 × 10−1 1.7 × 10−7 18 3.2
5.6 × 10−6 to 1.0 × 10−1 3.9 × 10−7 20 2.8
1.0 × 10−6 to 1.0 × 10−1 5.7 × 10−7 23 3.0
1.0 × 10−7 to 1.0 × 10−1 5.6 × 10−8 14 3.8
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Figs. 2 and 3 that the best results were obtained with the sensors
prepared by using o-NPOE as plasticizer. The values of detec-
tion limit obtained, with respect to ionophore L1 and different
plasticizers has the following order: o-NPOE (4.0 × 10−9 M) > TBP
9 L2 , 5 5 300, TBP 150 29.2 ± 0.2
10 L2 , 5 5 300, DBBP 150 30.0 ± 0.3
11 L2 , 5 5 300, DOP 150 31.1 ± 0.2
12 L2 , 5 5 300, o-NPOE 150 29.3 ± 0.1

egment facing the sample solution. The combined segmented
embrane was then rapidly mounted on to the electrode body for

urther equilibration and potential measurements.

.4. Equilibration of membranes and potential measurements

The membranes were equilibrated for 2 days in 1.0 × 10−1 M
dCl2 solution. The potential were measured by varying the con-
entration of PdCl2 in test solution in the range of 1.0 × 10−10 to
.0 × 10−1 M. The standard PdCl2 solutions were obtained by the
radual dilution of 0.1 M PdCl2 stock solution. The best result was
btained when the inner electrolyte was 0.1 M PdCl2 + 5.0 × 10−1

a2EDTA M [7–8]. This may be due to the decreasing zero-current
on fluxes from the membrane into the sample. The potential mea-
urement was carried out at room temperature using the saturated
alomel electrodes (SCE) as reference electrode with the following
ssembly:

SCE | test solution | PVC membrane | 0.1 M PdCl2 M + 5.0 × 10−1

a2 EDTA M | SCE

. Results and discussion

.1. Optimization of membrane composition

The composition of PVC membrane affected the selectivity, lin-
arity and sensitivity of the ionophore and it was optimized by
arying the ratio of ionophore, plasticizer and additive used [9–11].
he potentials of membrane of two Schiff bases L1 and L2 are inves-
igated as a function of palladium ion concentration and the best
esult are presented in Table 2. It was observed that the membranes
ncorporating the ingredients with composition: ionophores (L1 or
2): NaTBP: Plasticizer: PVC as (mg, w/w) of 5:5:300:150, displayed
he linear potential response and best performance for palladium
ons. This indicates from composition of membrane a synergism
etween lipophilicity and polarity, where best results for detection

imit was obtained when these properties reach an intermediate
alue.

.2. Effect of plasticizer

The nature of plasticizer improves the sensitivity and stability
f sensors. For a plasticizer to be very adequate for its use in the
olymeric membrane ion-selective electrode, it should gather
ertain properties and characteristics such as having lipophilicity,
igh molecular weight, low vapor pressure and high capacity to

issolve the substrate and other additives present in the poly-
eric membrane [12]. We have tested several membranes of

arying compositions and different plasticizers CN, DOP, DBP,
BBP, TBP and o-NPOE in PVC matrix and some of the best results
btained are shown in Figs. 2 and 3. It is clear from Table 2 and
Fig. 2. Variation of membrane potential with activity of Pd2+ ions, of PVC-based
membranes of L1 with plasticizers (1) o-NPOE, (2) DBP, (3) DBBP, (4) DOP, (5) TBP
and (6) CN.
Fig. 3. Variation of membrane potential with activity of Pd2+ ions, of PVC-based
membranes of L2 with plasticizers (7) o-NPOE, (8) DBP, (9) DBBP, (10) DOP, (11) TBP
and (12) CN.
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sitive sensor. In this study, the practical response time has been
recorded (for sensor no. 6) by changing solutions with different pal-
ladium ion concentrations. The measurement sequence was from
the lower (1.0 × 10−6 M) to the higher (1.0 × 10−3 M) concentration.

Table 3
Performance of sensor no. 6 in partially non-aqueous medium.

Non-aqueous
content (%, v/v)

Working concentration
range (M)

Slope (mV decade−1 activity)

0 1.0 × 10−8 to 1.0 × 10−1 29.3 ± 0.1

Methanol
10 1.0 × 10−8 to 1.0 × 10−1 29.3 ± 0.1
20 1.0 × 10−8 to 1.0 × 10−1 29.1 ± 0.2
30 4.2 × 10−7 to 1.0 × 10−1 27.1 ± 0.3
35 1.5 × 10−7 to 1.0 × 10−1 25.1 ± 0.3

Ethanol
10 1.0 × 10−8 to 1.0 × 10−1 29.3 ± 0.1
20 6.1 × 10−8 to 1.0 × 10−1 29.3 ± 0.1
30 3.8 × 10−7 to 1.0 × 10−1 27.6 ± 0.4
35 5.2 × 10−6 to 1.0 × 10−1 24.6 ± 0.3
ig. 4. Calibration plot of the palladium ion-electrode with ionophore L1 and L2 .

3.9 × 10−8 M) > DBBP (1.0 × 10−7 M) > DBP (1.3 × 10−7M) > DOP
1.7 × 10−7 M) > CN (3.1 × 10−7 M) and ionophore L2 and different
lasticizers has the following order: o-NPOE (5.6 × 10−8 M) > TBP
1.7 × 10−7 M) > DBBP (3.9 × 10−7 M) > DBP (5.4 × 10−7) > DOP
5.7 × 10−7 M) > CN (2.8 × 10−6 M). Hence, the results show that
s the value of dielectric constant of plasticizers decreases, the
etection limit of sensors also decreases. The values of detection

imit for DOP and DBP are approximately same.

.3. Working concentration range and slope

The result presented in Table 2 and Fig. 4, indicate that
he best electrode (no. 6) based on L1 exhibits nice Nernstian
lope (29.1 ± 0.3 mV decade−1 of activity) over a wide concen-
ration range of 1.0 × 10−8 to 1.0 × 10−1 M with detection limit
.0 × 10−9 M while electrode (no. 12) based on L2 exhibits a Nern-
tian slope (29.3 ± 0.1 mV decade−1 of activity) and concentration
ange 1.0 × 10−7 to 1.0 × 10−1 M with limit of detection 5.6 × 10−8 M.
he values of slopes correspond to those expected by Nernst for
ivalent cation. The most sensible values of slope and working
oncentration range correspond to sensors constructed by using
-NPOE. This indicates the solvent medium of o-NPOE is probably
roviding the best complexation environment between palladium

ons and their respective carriers.

.4. Lifetime of proposed sensor

The high lipophilicity of ionophore and plasticizer ensure stable
otentials and longer lifetime [13] for the membrane. Among all
he membranes prepared, the lifetime of membrane sensor based
n o-NPOE and L1 (no. 6) found to be 4, and 3.8 months for sensor
ased on o-NPOE and L2 (sensor no. 12). As shown in Table 2, not all
he prepared sensors have a long lifetime, when compared with the
ime of experiment. The best values were obtained for o-NPOE and
BP, since they have grater polarity. During this period, changes in
otential were within the standard deviation (±0.2 mV). However,

t is important to emphasize that the membrane were stored in a
.1 M Pd2+ solution when not in use.
.5. Effect of pH change and non-aqueous solvent

The pH effect on the potential response was investigated over
he pH range 1.5–8.0 for 1.0 × 10−3 and 1.0 × 10−4 M Pd2+ solution
Fig. 5). The working range was calculated by varying the pH of the
Fig. 5. Effect of pH on cell potential of sensor no. 6 (A) 1.0 × 10−3 M, (C) 1.0 × 10−4 M
and sensor no. 12 at (B) 1.0 × 10−3 M, (D) 1.0 × 10−4 M Pd2+ solutions.

test solution with nitric acid or sodium hydroxide. As can see from
Fig. 5, the potential is independent of the pH range 2.0–6.0 and
2.5–6.0 for sensor nos. 6 and 12, based on L1 and L2, respectively.
Therefore, the same was taken as the working range of the sensors
assemblies. The change in potential at higher pH values may be due
to hydrolysis of the Pd2+ ion, while at lower pH the values H+ ion
interfering in the chare transport of membrane.

The performance of the sensor no. 6 was further assessed in par-
tial non-aqueous media, i.e. methanol–water, ethanol–water and
acetonitrile–water mixture. The results obtained are compiled in
Table 3 and show that up to 20% non-aqueous content no significant
change occurs in the slope and working concentration of the sensor
is significantly reduced, and thus the sensor can only be utilized in
mixtures containing up to 20% non-aqueous content.

3.6. Dynamic response time behavior of the proposed electrode

Dynamic response time is an important factor for palladium sen-
Acetonitrile
10 1.0 × 10−8 to 1.0 × 10−1 29.3 ± 0.1
20 5.3 × 10−8 to 1.0 × 10−1 29.3 ± 0.1
30 5.3 × 10−7 to 1.0 × 10−1 28.3 ± 0.2
35 5.3 × 10−7 to 1.0 × 10−1 25.3 ± 0.1
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ig. 6. Dynamic response of the membrane sensor (no. 6) based on N,N′-
is(acetylacetone) cyclohexanediimine (L1).

he actual potential versus time traces is shown in Fig. 6. As it is
een, the electrode reached the equilibrium response in a very short
ime of about 10 s. To evaluate the reversibility of the electrode, a
imilar procedure in the opposite direction was adopted. The mea-
urements have been performed in the sequence of high-to-low
rom (1.0 × 10−4 to 1.0 × 10−5 M) sample concentrations. The results
howed that, the potentiometric response of the electrodes was
eversible; although the time needed to reach equilibrium values
40 s) were longer than that of low-to high sample concentrations.

.7. Determination of binding constants

The binding constant of the ion–ionophore complex within
he membrane phase is a very important parameter that dictates
he practical selectivity of the sensor. In this method, two mem-
rane segments are fused together, with only one containing the

onophore, to give a concentration-polarized sandwich membrane.

membrane potential measurement of this transient condition

eveals the ion activity ratio at both interfaces, which translates into
he apparent binding constants of the ion–ionophore complex [14].
n this method complex formation constants obtained by neglecting

able 4
electivity coefficient values (−log KPot

Pd2+,B
) of sensor nos. 6 and 12 of the membranes

f L1 and L2 , respectively.

nterfering ions (B) Selectivity coefficients [−logKPot
Pd2+,B

]a by FIM method

Senor no. 6 Sensor no. 12

n2+ 3.50 3.10
o2+ 3.45 3.12
b2+ 2.80 2.50
u2+ 2.60 2.30
g2+ 2.78 2.47
i2+ 2.40 2.00
n2+ 2.41 2.22
n2+ 4.20 3.80
a2+ 4.30 3.90
a2+ 2.62 2.30
g2+ 2.25 2.00

e3+ 3.15 2.95
l3+ 3.10 2.30
a+ 2.30 2.28
+ 2.80 2.50
t2+ 3.0 2.60

a n = 5, RSD% < 1.5. Ta
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Table 6
Determination of palladium in spiked water samples using proposed sensor no. 6.

Sample Added (�g L−1) Found by proposed
sensor (�g L−1)

Found by AAS (�g L−1) Recoverya ± S.D. (%)

Roorkee
C

8 8.05 8.86 100 ± 0.2
99.52 99.9 ± 0.1

400.32 100 ± 0.1

i
b
f
t

ˇ
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c
T
6
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m
t

e
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e
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K

w

d
s
s
o
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o
s
(

ity 100 101.05
400 402.0

a n = 5, RSD% < 1.2.

on pairing. As reported, the membrane potential EM is determined
y subtracting the cell potential for a membrane without ionophore
rom that for the sandwich membrane. The formation constant is
hen calculated from the following equation:

ILn =
(
LT − nRT

ZI

)−n
exp
(
EMzIF

RT

)
(2)

here LT is the total concentration of ionophore in the membrane
egment, RT is the concentration of lipophilic ionic site additives, n
s the ion–ionophore complex stoichiometry, and R, T and F are the
as constant, the absolute temperature, and the Faraday constant.
he ion I carries a charge of zI. The determined formation constants
logˇILn ) for the examined different complexes were recorded in
able 1. The elapsed time between sandwich fusion and exposure
o electrolyte was typically <1 min. The potential was recorded as
he mean of the last minute of a 5 min measurement period in the
ppropriate salt solution. The potential of such sandwich mem-
ranes remains free of diffusion-induced potential drifts for about
0 min. Standard deviations were obtained based on the measure-
ents of sets of at least three replicate membrane disks that were
ade from the same parent membrane. A careful analysis of the

ata in Table 1 reveals that palladium ion has significant cation-
inding characteristics.

.8. Potentiometric selectivity

The Potentiometric selectivity of PVC sensors is one of the most
haracteristic parameter that determines the efficacy of sensor.
hus, the selectivity studies were carried out only for sensors nos.
and 12 which exhibit the best performance in terms of working

oncentration range, slope, response time and lifetime. Different
ethods of selectivity determination have been found in litera-

ure. In present study, the selectivity coefficient (KPot
Pd2+,B

) has been

valuated using modified form of fixed interference method [15]
t 1.0 × 10−2 M concentration of interfering ions as per IUPAC rec-
mmendation. In this method, the electromotive force (emf) was
easured for solutions of constant activity of the interfering ion,

B and varying activity of the primary ion, aA in a cell comprising
n ion-selective electrode and a reference electrode (ISE cell). The
mf values obtained are plotted versus the logarithm of the activ-
ty of the primary ion. The intersection of the extrapolated linear
ortions of the plot indicates the value of aA that is to be used to
alculate KPot

Pd2+,B
from the following equations:

pot
A,B = aA

(aB)zA/zB

here both ZA and ZB have the positive charges of both ions.
It is seen from Table 4 and Fig. 7 that the selectivity coefficients

etermined are much smaller than 1.0. Thus, both electrodes are
ubstantially selective to Pd2+ ions over the all interfering ions
tudied and listed in Table 4. Thus, it is clear from the values

f selectivity coefficients that it is possible to determine Pd2+ in
he presence of interfering ions at a concentration level smaller
r slightly higher than the pd2+ concentration. Of the two sen-
ors, the selectivity of the sensor no. 6 was found to be better
Table 5) and it has been seen that the selectivity of proposed sen-
Fig. 7. Potential response calibration curves of ion-selective membrane sensor (no.
6) for various metal ions.

sor towards palladium is better for most of the cations as compared
to reported sensor and thus it is superior. As sensor no. 6 is better
than sensor no. 12 and to other reported on palladium (Table 5) in
terms of wider concentration range, high selectivity and Nernstian
compliance.

3.9. Analytical application

Using ion-selective sensor is very convenient for the analysis of
sample with difficult matrices, such as urine, river water and indus-
trial wastewater. The membrane sensor was successfully used in the
potentiometric determination of palladium in spiked water sam-
ples. The samples were prepared by addition of 8, 100 and 400 �g
palladium per liter in tap water of Roorkee city and analysis was
done after adjustment pH 4. The data presented in Table 6, shows
that the results obtained by sensor are comparable with atomic
absorption spectrometer and recovery is 99.9–100.

4. Conclusion

The developments of PVC-based membranes of two ionophores
L1 and L2 have been studied. They are selective sensors for
Pd2+ ions. The sensor (no. 6) based on N,N′-bi(acetylacetone)
cyclohexanediimine (L1), having membrane composition PVC: o-
NPOE:ionophore (L1):NaTPB ratio (%, w/w) of 150:300:5:5 get
the best performance. It respond linearly over a of wider linear
working concentration range 1.0 × 10−8 to 1.0 × 10−1 M, Nernstian
slope of 29.1 ± 0.3 mV decade−1 of activity, lower detection limit

−9
4.0 × 10 M and fast response time <10 s. The electrode was found
to perform satisfactory over the pH range 2.0–6.0 and the pres-
ence of 20% non-aqueous content. Comparison of this electrode and
reported electrode in Table 4 was shown that sensor no. 6 is superior
in terms of wider concentration range, lower detection limit and
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a b s t r a c t

In this work, a new alternative for the electrochemical determination of catecholamines based on �-
cyclodextrin-Sonogel-Carbon electrodes is reported. The incorporation of �-CD and graphite in the
preparation of the Sonogel-Carbon material leads to a modification of the electrode surface properties
which causes a significant increase in the oxidation peak current of biomolecules such as dopamine,
l-epinephrine, d,l-norepinephrine and catechol. This phenomenon might be attributed to the forma-
tion of an inclusion complex between �-CD and the catecholamines. The amount of �-CD necessary to
form the Sonogel electrode was studied and optimization of electrochemical parameters, perm selectivity
and mechanical stability of the sensor are discussed. Scanning electron microscopy and electrochemical
impedance spectroscopy measurements were employed to characterize the electrical parameters and the
structural properties of the new electrode surface, respectively. Cyclic voltammetry (CV) and Adsorptive
differential pulse voltammetry (AdDPV) measurements were also used to explore the electrochemical
Adsorptive differential pulse voltammetry

Cyclic voltammetry
Neurotransmitters

behaviour of the electrode versus the quoted catecholamines. The �-CD-Sonogel-Carbon electrode offers
fast and linear responses towards dopamine, norepinephrine, epinephrine and catechol, with good and
low detection limits: 0.164, 0.294, 0.699 and 0.059 �mol L−1, respectively.
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. Introduction

In literature, there are many papers reporting the manufac-
ure process and analytical applications involving Sonogels. The
onogel-Carbon materials were patented and described first by
idalgo-Hidalgo de Cisneros et al. [1,2]. The fabrication procedure
f Sonogel-Carbon materials is based on the use of sonocatalysis.
onocatalysis consists of applying high-energy ultrasound directly
o the precursors. In this way, ultrasonic cavitation is achieved, pro-

oting hydrolysis with acidic water in the absence of any additional
olvent. As a consequence of this, the time necessary to get a unique
hase is reduced drastically, with regard to the classical sol–gel
rocesses [3,4]. The mixture of Sonogel with spectroscopic grade

raphite leads to the Sonogel-Carbon electrodes, which possesses
specially favourable electrochemical properties.

Moreover, a good deal of modifiers has been included in this
ype of electrodes: polyethylenglycol (PEG), C-18, thioureas, hydro-

∗ Corresponding author. Tel.: +34 956 015355; fax: +34 956 016460.
E-mail address: jluis.hidalgo@uca.es (J.L.H.-H. de Cisneros).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.11.027
© 2008 Elsevier B.V. All rights reserved.

talchyte, polythiophene [5–14], or has been used to recover their
surface: glutaraldehyde, alumine, PEG, nafion, and several enzymes,
such as tyrosinase, laccase, peroxydase and acetylcholinesterase
[15–18], in order to test their electrochemical and structural
behaviour. In this paper, we have agglutinated �-cyclodextrins into
the matrix of the Sonogel-Carbon electrodes.

Cyclodextrins (CDs) are cyclic oligomers composed of six, seven
or eight glucopyranose units (�, � or �-cyclodextrins, respectively),
linked by �(1–4) bonds [19]. They are widely studied in aqueous
media as examples of host molecular receptors owing to their high
affinity for hydrophobic molecules [20]. It is well known that CDs
form inclusion complexes with a great variety of analytes having
a diameter of 5–8 Å [21,22]. The ability to build inclusion com-
plexes has been widely used in pharmaceuticals [23], as well as
in analysis of organic and inorganic materials [24]. Current meth-
ods for the determination of these inclusion complexes include

UV/vis spectrophotometry [25], IR spectroscopy [26], spectrofluo-
rimetry [27], and electrochemical methods. Considerable attention
has been paid to the electrochemical studies of inclusion complexes
between cyclodextrins and electroactive species. Electrochemical
techniques such as cyclic voltammetry [28], polarography [29,30],
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of organic solvents is bigger; the amounts of reagents required to
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nd pH determination [31], are particularly useful in the study of
uest molecules lacking of a chromophore group for spectrophoto-
etric measurement, but able to develop electroactivity.
Cyclodextrins, spread on an electrode surface, have proved to be

ffective and selective binding agents to form inclusion complexes
ith various compounds fulfilling structural requirements of the
Ds cavity. This is important for electrochemical and electroanalyt-

cal applications [32].
As far as we know, the use of CDs to modify Sonogel-Carbon

lectrodes is a totally new challenge in the field of the chemi-
ally modified electrodes. The employment of �-cyclodextrin in
lectroanalysis is very frequent; particularly, it is used as modi-
er in carbon paste electrodes [33–36]. There is also a review about

mmobilization of cyclodextrins, their complexation abilities and
nalytical applications [32]. In this paper, we have carried out the
ncorporation of the monomeric form of �-CD into the electrode,
nstead of on its surface; in this way, no polymerization process was
equired.

In order to explore these possibilities further, in this paper
e propose a new alternative, based on �-cyclodextrin-Sonogel-
arbon electrodes, for the electrochemical determination of
everal neurotransmitters belonging to catecholamines: catechol,
opamine (DA), norepinephrine (NE), and epinephrine (EN). The
tudy was performed using two electroanalytical techniques: cyclic
oltammetry (CV), and adsorptive differential pulse voltamme-
ry (AdDPV). The objective was focused on the capability of the
-cyclodextrin-Sonogel-Carbon electrodes to detect better this
eurotransmitters and thus to develop an original electroanalytical
ethod for the determination of these substances. The optimiza-

ion of all the analytical conditions are described and close attention
s paid to the interferences due to ascorbic and uric acid, and some
nions.

. Experimental

.1. Reagents and materials

Methyltrimethoxysilane (MTMOS) was from Merck (Darmstad,
ermany) and hydrochloric acid was from Panreac (Barcelona,
pain).

�-Cyclodextrin (>99%) was obtained from Fluka (Switzerland).
-ascorbic acid (99%) was purchased from Sigma (Barcelona, Spain).
-dopamine,d,l-norepinephrine, epinephrine and catechol were all
urchased from Aldrich (Milwaukee, USA) and used as received.
otassium phosphate dibasic-anhydrous and potassium phosphate
onobasic used to obtain the phosphate buffer solution (PBS,

.1 mol l−1, about pH 7) were also purchased from Fluka. All
eagents were of analytical grade or higher and used as received
ithout further purification.

Graphite powder (spectroscopic grade RBW) was from SGL
arbon (Ringsdorff, Germany). Nanopure water was obtained by
assing twice-distilled water through a Milli-Q system (18 M� cm,
illipore, Bedford, MA).
Glassy capillary tubes, i.d. 1.15 mm, were used as the bodies for

he composite electrodes.

.2. Instrumentation

The experimental work was realized in the Faculties of Sciences
f Cadiz (Spain) and Tetouan (Morocco).
The electrochemical measurements were performed in
wo equipments, depending on the electrochemical technique
mployed. On one hand, the AdDPV and CV measurements were
erformed with an AutoLab PGSTAT20 (Ecochemie, Utrecht, The
etherlands) potentiostat/galvanostat interfaced with a personal
78 (2009) 370–376 371

computer, using the AutoLab software GPES for waveform gen-
eration, data acquisition and elaboration. The experiments were
carried out in a single-compartment three-electrode cell, at room
temperature (25 ± 1 ◦C). The counter electrode was a platinum
wire, and a silver/silver chloride/3 M KCl electrode was used as the
reference. The composite-filled glass capillary tubes were used as
the working electrode.

On the other hand, the electrochemical impedance spectroscopy
(EIS) measurements were performed with a Voltalab® 10, type
PGZ 100, from Radiometer (Villeurbanne, France). The impedance
spectra were recorded using the same three-electrode cell setup
described above. The initial frequency used was 100 kHz and the
final frequency was 10 mHz, with an AC amplitude of 10 mV. A
potential of 0 V was chosen in order to insure the stability of the
films on the electrodes during the experiments.

The synthesis of the Sonogel-Carbon materials was carried
out sonicating with a high power ultrasonic generator, SONICA-
TOR 3000, from MISONIX (MISONIX, Inc. Farmingdale, NY, USA)
(equipped with a 13 mm titanium tip), that provides a maximum
power of 600 W.

Scanning electron microscopy (SEM) studies were carried out
on a QUANTA 200 (FEI Company, Hillsboro, Oregon, USA) operating
at 20 keV and equipped with a microanalyzer (EDAX) to perform
energy dispersive spectroscopy (EDS).

2.3. Electrode preparation procedure

To prepare the Sonogel-Carbon materials modified with �-
cyclodextrin, the following steps were carried out. On one hand, a
mixture of 500 �l of MTMOS and 100 �l of 0.2 M HCl was insonated
for 5 s, obtaining the Sonosol. On the other hand, different amounts
of �-cyclodextrin and graphite powder (until 1 g) were homog-
enized, in order to obtain different percentages of modification.
Afterwards, this mixture was added and adequately dispersed into
the Sonosol, resulting in the �-cyclodextrin-Sonosol-Carbon. After
several minutes, the resulting material acquires enough consistency
to filled the capillary tubes, giving place to the �-cyclodextrin-
Sonogel-Carbon electrodes. 24 h later, the surface of the electrodes
could be polished and a copper wire inserted as the electrical con-
tact into the electrodes, being ready to be used.

The electrochemical measurements were carried out using a
phosphate buffer solution as the supporting electrolyte. The opti-
mal instrumental parameters for AdDPV scans were as follows:
potential range from +0.1 to +0.8 V; accumulation potential: 0.4 V;
accumulation time: 120 s; modulation time: 0.06 s; interval time:
0.6 s; scan rate: 10 mV s−1; pulse amplitude: 100 mV. The optimal
instrumental parameters for CV sweeps were as follows: range from
0 to +1 V; scan rate: 50 mV s−1. Measurements were carried out
under N2 atmosphere when required.

3. Results and discussion

The preparation mode of the Sonogel Carbon electrodes is dif-
ferent from the one usually used with other solid electrodes and
similar to the one used in carbon paste electrodes.

Comparing with carbon paste electrodes, the preparation of
Sonogel-Carbon electrodes, although easy and fast, is a bit less easy.
Nevertheless Sonogel-Carbon electrodes have several advantages
versus carbon paste electrodes: the robustness against the presence
prepare an electrode are lesser; the regeneration of the surface is
easy and allows that the same Sonogel-Carbon electrode is utilized
for many times (a longer life time), with respect to carbon paste
electrodes that are usually used only once. These advantages are
complemented with their good reproducibility.
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.1. Influence of ˇ-cyclodextrin in the responses of the
onogel-Carbon electrodes

Different percentages of �-cyclodextrin (�-CD) were added
nto the Sonosol matrix in order to study the influence of the

odifier proportion in the �-CD-Sonogel-Carbon electrodes. The
odification percentages tested were: 2.5%, 5% and 7%, w/w
-cyclodextrin:graphite. The AdDPV responses of the modified
lectrodes were compared with an unmodified Sonogel-Carbon
lectrode. The analyte employed was cathecol (5 × 10−4 M in the
lectrochemical cell).

The results obtained showed that the unmodified Sonogel-
arbon electrode had a poor and low response with respect to the
odified electrodes. The presence of �-CD in the composite caused
spectacular increase in the response. The maximum response was

or 5% of �-CD modification. For higher proportions, the current
eak values were lower, the signal loosing resolution.

Furthermore, the increase up to 7% �-CD presented gelifica-
ion troubles, affecting the structure of the basis material and,
ubsequently, the mechanical and electrochemical behaviour. This
ircumstance could explain the loss of signal resolution. The geli-
cation troubles depend on the nature of the modifier and its
odification percentage included in the graphite powder, as it has

reviously been reported [11].
From the previous discussion, the 5% modification of �-CD into

he Sonogel-Carbon electrodes was kept as optimal for the subse-
uent experiments.

.2. Influence of the supporting electrolyte

Several types of 0.1 M supporting electrolytes were also tested:
hosphate buffer solution (PBS), H2SO4, KCl and Britton–Robinson,
t different pH values depending on the chemical nature of the
eagents used. The AdDPV responses of the modified electrodes
ersus cathecol (5 × 10−4 M) were compared using the different
uffers. The results obtained were very similar in all cases; nev-
rtheless, the PBS was chosen due to the following reasons: (1) it is
ery easy to manipulate their components and to prepare it, since
he initial pH value of the solution is always approximately 7; (2)
his pH value is the most appropriate to analyze biological samples
s neurotransmitters, so there is no need to modify the pH of the
uffer; (3) the use of buffers at very acid or basic pH values may
eteriorate the analytes or the composite electrodes.

.3. Influence of pulse amplitude, accumulation time and
ccumulation potential

Different values of pulse amplitude, accumulation time and
ccumulation potential were tested in order to determine their
nfluence on the peak intensity values when analyzing the
eurotransmitters: l-dopamine (DA), d,l-norepinephrine (NE),
pinephrine (EN) and catechol (CA), 5 × 10−4 M in all cases. The
lectrochemical technique employed was AdDPV.

The effect of varying pulse amplitude and its influence on the
eak height was studied. This electrochemical parameter ranged
rom 75 to 200 mV, the maximum having been found at 100 mV.

On one hand, the accumulation time ranged from 40 to 400 s.
he peak intensity increased with the accumulation time, as Fig. 1
hows. However, the greatest increment occurs up to 80 s, after
hich a very slight increase is observed. For future analyses, 120 s

ere considered the optimum value of accumulation time, since

aturation was observed for higher values.
On the other hand, the accumulation potential ranged from

V to 500 mV. The maximum peak intensity value was found at
00 mV.
Fig. 1. Effect of the accumulation time on the peak height for 5 × 10−4 M of
epinephrine, dopamine, d,l-norepinephrine and catechol in PBS buffer at pH 7.4
using a 5% �-CD-Sonogel-Carbon electrode.

Consequently, for successive experiments the optimal values
reported here were utilized.

3.4. Studies of repeatability, reproducibility and stability

The repeatability was established carrying out six consecu-
tive determinations of the different catecholamines in order to
determine the peak intensity values in AdDPV measurements. The
electrochemical parameters used were the optimized ones pre-
viously. The concentration of the analytes was 4 × 10−5 M. The
relative standard deviations for DA, EN and NE were 1.8%, 0.9% and
3.9%, respectively. These results showed that the 5% �-CD-Sonogel-
Carbon electrode has good repeatability.

In order to study both the reproducibility and the stability,
a 5% �-CD-Sonogel-Carbon electrode was used, measuring daily
4 × 10−5 M solutions of DA. After the measurements, the electrode
was stored at the lab environment. A relative standard deviation of
2.7% was obtained after 30 days of consecutive measurements.

3.5. Study of the electrochemical behaviour of neurotransmitters
by cyclic voltammetry

Fig. 2 shows the cyclic voltammograms of 5 mM DA, EN and NE,
measured at an unmodified Sonogel-Carbon electrode (a) and at
a 5% �-CD-Sonogel-Carbon electrode (b). As it can be seen there
are clear differences between the responses obtained from the
two types of electrodes. No peak is observed with the unmodi-
fied electrode; nevertheless, the presence of the �-cyclodextrin in
the structure of the electrodes causes the appearance of the redox
activity of the neurotransmitters tested.

The results reported here for DA, EN and NE are better than those
obtained by some of us using other type of electrodes [37]. The
electrochemical peak parameters are summarized in Table 1. From
these data, it can be concluded that, under these conditions, the 5%
�-CD-Sonogel-Carbon electrode shows the following electrochem-
ical kinetics: reversible or quasi-reversible behaviours with�Ep of
346, 374, and 432 mV for DA, NE and EN, respectively.

Excepting for the borderline case of NE, the currents ratio of the
oxidation and the reduction peaks is less than 1; this means that
these compounds do not undergo complex reactions and they are
stable at the modified electrode.
3.6. Influence of scan rate on the electrochemical responses

The scan rate has great influence on the peak current of cyclic
voltammograms. In this paper, the effect of varying the scan rate for
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Fig. 2. Cyclic voltammograms for 5 mM of d,l-norepinephrine (1), epinephrine (2),
and dopamine (3) at: (a) an unmodified Sonogel-Carbon electrode, and (b) a 5%
�-CD-Sonogel-Carbon electrode; scan rate = 50 mV s−1; PBS buffer at pH 7.4.

Table 1
Electrochemical peak parameters obtained from the cyclic voltammograms for dopamine

Dopamine

Epa (V)a 0.674
Epc (V)a 0.328
Ipa (A)b 1.060 × 10−06

Ipc (A)b −1.276 × 10−06

�E (V)c 0.346
Ipa/Ipc (A) 0.832
Ep − Ep/2(V, oxidation) 0.074
Ep − Ep/2(V, reduction) −0.087

a Epa and Epc are the oxidation and reduction potential peaks.
b Ipa and Ipc are current intensity of oxidation and reduction peaks.
c �E (V): is the difference between oxidation and reduction potential (or the peak separat

buffer = PBS at pH 7; concentration of the analytes = 5 mM.
Fig. 3. Nyquist plots for impedance data obtained at 0 V for unmodified Sonogel-
Carbon electrodes (�) and 5% �-CD-Sonogel-Carbon electrodes (�). Frequency range:
100 kHz–10 mHz.

the determination of the neurotransmitters selected was studied
in the optimized conditions described above. The anodic peak
currents Ipa obtained with a 5% �-CD-Sonogel-Carbon electrode
had a linear dependence with respect to the square root of the
scan rate (v1/2) in the range from 5 to 200 mV s−1. The correlation
coefficients (R2) were 0.9997, 0.9997, and 0.9975 for DA, NE, and
EN, respectively. The linear regression equations obtained were
Ipa(DA) = 0.3764 + 0.4121 × v1/2; Ipa(NE) = −0.7293 + 0.3873 × v1/2;
and Ipa(EN) = −0.0724 + 0.1211 × v1/2, where the units are Ipa(�A)
and v1/2 (mV s−1)1/2. Our results indicate that the electron transfer
reaction is diffusion controlled in the case of the neurotransmitters
studied.

3.7. Electrochemical impedance spectroscopy (EIS) studies

Electrochemical impedance spectroscopy (EIS) is an effective
method to explore the interfacial properties of modified electrodes
[38]. It is based on the perturbation of a system at equilibrium by a
small AC potential amplitude wave from 5 to 10 mV. The interaction
of an analyte with the electrode surface is indicated by a shift in the
impedance or a change in capacitance of the bulk electrode [39–41].
In our case, the impedance experiments were performed in order
to characterize the electrode/electrolyte interface. Fig. 3 shows EIS

spectra of an unmodified Sonogel-Carbon electrode (�) and a 5%
�-CD-Sonogel-Carbon electrode (�) in 0.1 M H2SO4, recorded at 0 V
versus a saturated calomel electrode (SCE). The frequency range and
the AC potential amplitude have been previously described in the
Section 2.

, epinephrine, and d,l-norepinephrine. Scan rate: 50 mV s−1.

Epinephrine d,l-Norepinephrine

0.755 0.663
0.323 0.289
1.502 × 10−06 1.511 × 10−06

−1.871 × 10−06 −1.463 × 10−06

0.432 0.374
0.804 1.034
0.077 0.076

−0.099 −0.091

ions for the molecules at 5% �-CD-Sonogel-Carbon electrode). Scan rate = 50 mV s−1;
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Table 2
Electrical parameters calculated from the impedance spectra in 0.1 M of H2SO4 for
an unmodified-Sonogel-Carbon electrode and a 5% �-CD-Sonogel-Carbon electrode.

Re (� cm2) Rct (M� cm) Cdl (nF cm2)

Sonogel-Carbon 4.909 5.537 177
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Fig. 4. AdDPV voltammograms corresponding to the interference studies when
dopamine (DA) is determined in the presence of ascorbic acid (AA) at a 5% �-
CD-Sonogel-Carbon electrode. (a) Concentration of DA is constant (2 × 10−7 M), and

−4 −4 −4
% �-CD-Sonogel-Carbon 5.012 1.006 287.3

e = electrolyte resistance; Rct = charge transfer resistance; Cdl the double layer
apacitance at the electrode/electrolyte interface.

The EIS spectra are characterized by a perfect semicircle cor-
esponding to the charge transfer process at the electrode surface
ith a correlation of 0.999 for the two complexes plot. The presence

f cyclodextrin in the Sonogel-Carbon electrode seems to influ-
nce the interfacial impedance values. Electrical parameters were
alculated using a Voltamaster® 4.0 software. Fitting results are pre-
ented in Table 2. Re is the electrolyte resistance, Rct is the charge
ransfer resistance, and Cdl is the double layer capacitance at the
lectrode/electrolyte interface.

On one hand and from these data, we can notice a decrease in the
harge transfer resistance value for the 5% �-CD-Sonogel-Carbon
ystem with respect to the unmodified Sonogel-Carbon system. On
he other hand, the higher value calculated for the electrical double
ayer, Cdl, was observed at the 5% �-CD-Sonogel-Carbon/electrolyte
nterface. This result could be probably attributed to an increase
n the electrode surface area [42]. This change in the capacitance
uggested that cyclodextrin was successfully incorporated into
he Sonogel-Carbon electrode. The reproducibility of the measure-

ents from several 5% �-CD-Sonogel-Carbon electrodes was good
nd this could be explained by an exhaustive control of the experi-
ental conditions of the electrodes preparation.

.8. Interference studies

In order to explore possible analytical applications of the sensors
escribed in this paper, the effect of ascorbic acid (AA), which causes
evere interference, and several inorganic ions, was studied during
he determination of the neurotransmitters selected.

In the literature, it has been already reported the catalytic effect
f DA on the AA oxidation at the surface of different types of elec-
rodes [43,44]. In these papers, the strong AA interference on the
lectrochemical determination of DA and other catecholamines is
onfirmed.

With the aim of investigating this issue, we have carried out a
areful study of this catalytic effect employing a 5% �-CD-Sonogel-
arbon electrode in solutions containing DA (analyte of reference)
nd AA; AdDPV was the electrochemical technique employed. On
ne hand, Fig. 4a shows that the peak height of DA remained con-
tant when the concentration of AA in the mixture was varied from
to 8 × 10−4 M, while peak height of ascorbic acid increased linearly
ith concentration. On the other hand, when varying the concen-

ration of DA from 0 to 2 × 10−7 M instead of AA, the peak height
f ascorbic acid remained constant (Fig. 4b). These results demon-
trate that there is no homogeneous catalytic coupling between
A and DA at the 5% �-CD-Sonogel-Carbon electrode. Moreover,
lthough the peaks of ascorbic acid and dopamine are partially
verlapped, it seems that the modified electrode has the ability to
esolve the system allowing the determination of DA even in the
resence of high amounts of ascorbic acid (250-fold higher).

To achieve this purpose, we have adopted as a criterion to
valuate the peak height of DA taking the distance between the

aximum of the peak and the tangent to the baseline of the DA

eak with no interferents [45]. The linear relation between these
eights and the concentration of DA can be verified with the fol-

owing equation and correlation coefficient: Ip (nA) = 0.0264 × CDA
�M) + 0.1318; r2 = 0.9954.
concentration of AA is varied: (1) 0 M; (2) 3 × 10 M; (3) 4 × 10 M; (4) 5 × 10 M;
(5) 6 × 10−4 M; (6) 8 × 10−4 M. (b) Concentration of AA is constant (10−4 M), and con-
centration of DA is varied: (1) 0 M; (2) 1 × 10−7 M; (3) 2 × 10−7 M; (4) 4 × 10−7 M; (5)
6 × 10−7 M.

Our modified electrode is also able to allow the selective deter-
minations of other catecholamines in the presence of ascorbic
acid and in the presence of uric acid as well, which has a similar
behaviour to AA.

With respect to the interference studies using inorganic ions,
the concentration of all the neurotransmitters chosen was kept at
1 × 10−5 M. After the measurements, no significant interference was
obtained from the following species: K2SO4 (150), KCl (400), KBr
(400), where the values in parentheses are the interferent/analyte
concentration ratios.

3.9. Analytical applications to the determination of
neurotransmitters

The quantitative determination of dopamine (DA), nore-
pinephrine (NE) and epinephrine (EN) at the 5% �-CD-Sonogel-
Carbon electrode was performed using adsorptive differential pulse
voltammetry. In our case, the oxidation peaks, obtained by this
voltammetric technique, for these neurotransmitters, were taken
as the analytical signal.

Under the optimal experimental conditions obtained above,
linear relationships between the concentrations and peak cur-
rents for DA, EN, and NE were obtained. The linear regression
equations were: DA, I (�A) = −0.0438 + 0.276 × C (�M); EN, I
(�A) = 0.2279 + 0.0119 × C (�M); NE, I (�A) = 0.0039 + 0.002 × C

(�M). The r2 correlation coefficients were 0.9939, 0.9989 and
0.9992, respectively. The detection limit was considered as the con-
centration whose intensity value equals the blank intensity plus
three times the standard deviation of the blank; for the determi-
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ig. 5. Micrographs corresponding to the 5% �-CD-Sonogel-Carbon electrode pol
icrographs is also included.

ation limit 10 times the standard deviation of the blank was used
46]. The detection limits were 0.164 �M for DA, 0.294 �M for NE,
nd 0.699 �M for EN. The latest LOD (Epinephrine) was much lower
han the one obtained recently using a conducting polymer glassy
arbon modified electrode [37]. These LODs are good enough to
e exploited for the detection of these neurotransmitters in phar-
aceutical products and/or biological fluids. The determination

imits were 0.546 �M for DA, 0.980 �M for NE and 2.328 �M for
N.

The determination of catechol was also studied. A linear rela-
ionship between the anodic peak current and the concentration
f catechol, ranging from 2 × 10−7 to 2.2 × 10−5 M, was obtained
ith a linear regression equation I (�A) = 0.1467 + 0.2356 × C (�M),

nd r2 = 0.9992. The LOD: 0.059 �M, was lower than the value
btained in the literature with a polymer glassy carbon elec-
rode [37]. The determination limit for this compound was
.197 �M.

.10. Scanning electron microscopy (SEM) studies

Six different samples were studied: 2.5% �-CD-Sonogel-Carbon
lectrode polished and not used, 2.5% �-CD-Sonogel-Carbon elec-
rode polished and used, 5% �-CD-Sonogel-Carbon electrode
olished and not used, 5% �-CD-Sonogel-Carbon electrode pol-

shed and used, 7% �-CD-Sonogel-Carbon electrode polished and
ot used, 7% �-CD-Sonogel-Carbon electrode polished and used.
or each sample, the SEM and EDS studies were performed on the
ame equipment and at the same time.

Since SEM studies were carried out at low vacuum, it was not
ecessary a previous step of coating the samples with gold. The
icrographs were always taken at 20 kV.
In all used electrodes, it can be observed the presence of certain
ype of erosion, in the form of a marked widening of the separa-
ion material/capillary tubes, detected in their surface. The fact of
sing an electrode on measurements in aqueous solution increases
ighly the quoted separation, as well as the appearance of holes and
ssures in their surface. When comparing the erosion suffered by
: (a) before using, and (b) after using. The EDS spectrum corresponding to both

the three different electrodes, it can be concluded that 2.5% �-CD
modified samples had a greater separation material/capillary tubes
due to erosion, while the other two types of materials: 5% and 7%
�-CD modified samples, present a minor separation. The greatest
quantity of fissures and holes was presented by 2.5% �-CD modified
samples, although electrodes with 7% of modification had quite a
lot of them as well.

This fact could be used to corroborate the worst electrochemical
results obtained with 2.5% and 7% �-CD modified materials, and the
better electrochemical results for 5% �-CD modified material. This
material presented smaller erosion and less number of fissures and
holes, as well as better mechanical behaviour.

As an example to illustrate the surface of the materials studied,
Fig. 5 shows two micrographs corresponding to a 5% �-CD-Sonogel-
Carbon electrode polished: (a) before using and (b) after using.
With regard to the data obtained by means of EDS, Fig. 5 also gives
the composition for the materials studied. Furthermore, from all
the spectra collected, it can be concluded that no differences were
observed in the composition of the materials that denote the influ-
ence of the quantity of �-cyclodextrin.

4. Conclusions

In this paper, a new alternative for the electrochemical determi-
nation of catecholamines has been reported. Our choice is based on
the use of �-cyclodextrin-Sonogel-Carbon electrodes. Besides, this
is the first time that this electroanalytical performance has been
carried out with this type of formulation: �-cyclodextrin included
in Sonogel-Carbon matrices.

The modification percentage of �-cyclodextrin, the supporting
electrolyte and the pH, as well as the electrochemical parame-
ters were optimized in order to obtain the best responses for

the electrodes. The results showed that �-cyclodextrin incorpo-
rated in Sonogel-Carbon electrodes gives better responses towards
catecholamine molecules than unmodified Sonogel-Carbon elec-
trodes. This is probably due to the formation of inclusion complexes
between catecholamines and the �-CD. When comparing the cyclic
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oltammetry responses with those obtained at modified glassy
arbon electrodes, the results were also improved. This type of
lectrodes also showed excellent reproducibility, repeatability and
tability. The good electroanalytical and structural properties of
his type of electrodes have been corroborated by EIS and SEM
tudies.

Furthermore, the negligible effect of ascorbic and uric acids
n the measurements together with the very encouraging LODs
btained for the different cathecolamines make the new electrodes
ery stable and allow easy operation life time during more than
weeks. This life time of the electrode can be explained too by
weak leaching of the cyclodextrin in the solution. Our prepara-

ion method is sensitive enough to be applied to single tablet assay
hich may open new horizons for their use in the medical and

iochemical analysis field.
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A molecularly imprinted polymer (MIP) has been synthesized by a thermo-polymerization method using
methacrylic acid (MAA) as functional monomer, ethylene glycol dimethacrylate (EGDMA) as cross-linker,
acetonitrile as porogenic solvent, and 17�-estradiol as template. The MIP showed obvious affinity for 17�-
estradiol in acetonitrile solution, which was confirmed by absorption experiments. After optimization of
molecularly imprinted solid-phase extraction (MISPE) conditions, three structurally related estrogenic
compounds (17�-estradiol, estriol, and diethylstilbestrol) were used to evaluate the selectivity of the
MIP cartridges. The MIP cartridges exhibited highly selectivity for E2, the recoveries were 84.8 ± 6.53%
for MIPs and 19.1 ± 1.93% for non-imprinted polymer (NIP) cartridges. The detection and quantification
17�-Estradiol

Molecularly imprinted polymer
Solid-phase extraction
H

limits correspond to 0.023 and 0.076 mg L−1. Furthermore, the MISPE methods were used to selectively
extract E2 from fish and prawn tissue prior to HPLC analysis. This MISPE-HPLC procedure could eliminate
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. Introduction

Endogenous estrogens have been linked to the possible devel-
pment of breast cancers and other diseases [1]. 17�-Estradiol
E2: 1,3,5(10)-estratriene-3,17�-diol), the most active estrogen, has
een used in animal fattening for its anabolic effects [2]. Some
uthors reported that concentration as low as ng L−1 level of E2
nduces vitellogenin production in male trout [3], and E2 also had
een found in many aquatic environments [4]. Chronic exposure
f humans to E2 through food chain can cause drastic problem,
herefore, the detection of E2 in fishery products is urgent to ensure
ublic health.

Currently, many methods have been described for the effec-
ively monitoring and detecting endogenous estrogens in animal
issues. These methods can be generally divided into two groups.
he first group is immunological methods [5–7], which are highly

elective due to the antibody-antigen specificity interaction, but
heir applications in the real samples are limited to some extent
ue to the instability of natural antibodies. Second, chromato-
raphic methods including LC–MS [8], HPLC [9,10], GC–MS [11],

∗ Corresponding author. Fax: +86 10 62841953.
∗∗ Corresponding author.

E-mail addresses: zlx@rcees.ac.cn (L. Zhao), jmlin@mail.tsinghua.edu.cn
J.-M. Lin).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.11.047
neously and had good recoveries (78.3–84.5%).
© 2008 Elsevier B.V. All rights reserved.

which combined with sample pretreatment methods such as solid-
phase extraction (SPE), liquid–liquid extraction (LLE), accelerated
solvent extraction (ASE), supercritical fluid extraction (SFE), etc., are
most commonly used technique for detecting endogenous estro-
gens. In which, solid-phase extraction (SPE) is routinely used for
preconcentration and clean-up in the analysis of biological and
environmental samples due to the advantages of simplicity, rapid-
ness and little consumption of organic solvents. Despite these
attractive features, the classical SPE sorbents (C8, C18, etc.) retain
analytes by non-selective hydrophobic reaction which lead to a par-
tial coextraction of interfering substances and further purification
procedure is still required to remove coextractant [12,13]. Therefore,
new sorbents such as immunosorbents and molecular imprinting
polymers (MIPs) were increasingly developed to meet the need of
high selectivity.

MIPs are synthetic polymers with specific binding sites com-
plementary size, shape, and functional groups to the template
molecule, involving a retention mechanism based on molecular
recognition. The advantages that MIPs hold over natural antibod-
ies, including stability, ease of preparation, low cost, and reusability
have led to their wide application in chromatography [14], catal-

ysis [15], chemical sensors [16], and solid-phase extraction (SPE)
[17,18]. Among these applications, molecularly imprinted solid-
phase extraction (MISPE) is a very desirable technique for the
selective extraction or the clean-up of target analytes from various
complex matrices, for example, the extraction of pollutants from
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Fig. 1. Chemical structures of 17�

oil or river water and various drugs from plasma or food [19–21].
owever, the use of MISPE in fishery tissue samples has not been

eported previously. The novel extraction method with MIPs was
esired to eliminate the tissue matrix interferences, to have cleaner
xtracts than the traditional SPE method, which resulting in a more
elective and reliable analytical protocol.

The aim of this study was to synthesize non-covalent molec-
larly imprinted polymers using E2 as template molecule,
ethacrylic acid (MAA) as functional monomer and ethylene glycol

imethacrylate (EGDMA) as a cross-linker. Then, a MISPE method
ased on the imprinted polymer was developed to selectively
xtract E2 from fish and prawn tissue samples.

. Experimental

.1. Materials

17�-Estradiol, estriol, and diethylstilbestrol were purchased
rom Wako (Osaka, Japan). The structures of these estrogens were
hown in Fig. 1. EDGMA and 2,2′-azobis(2-methylpropinitrile)
AIBN) were purchased from Acros (NJ, USA), and purified prior to
se as follows: EGDMA was washed consecutively with 10% NaOH,
ater and then brine. After drying over MgSO4, it was distilled
nder reduced pressure; AIBN was recrystallized from methanol.
AA was purchased from Alfa Aesar (USA) and distilled under

educed pressure. Acetonitrile, methanol were all of HPLC grade and
rom Fisher Scientific (USA). Water was deionized ultrapure water
18.3 M� cm−1, EasyPure LF Barnstead, USA). All other reagents
sed in the experiment were of analytical grade. Stock solutions of
7�-estradiol were prepared with acetonitrile. Tilapia and prawn
ere purchased from local market.

.2. Instrumentation

HPLC analysis was performed using a Shimadzu HPLC system
ontaining a SCL-10Avp system controller, a RF-10AXL fluores-
ence detector, a DEU-12A degasser, a SIL-10AP auto injector and
CTO-10AS column oven (Shimadzu, Japan). Excitation and emis-
ion wavelengths were set at 280 and 310 nm, respectively. The
nalytical column was packed with ODS C18 stationary phase
VP-ODS, 150 mm × 4.6-mm-i.d., particle size 5 �m, pore size
2 nm, pore volume 1.25 cm3/g, specific surface area 410 m2/g,
himadzu). The column thermostat was set at 40 ◦C. The mobile
diol, estriol and diethylstilbestrol.

phase was water–methanol (30:70, v/v), and its flow rate was set
at 1.0 mL min−1. Scanning electron micrograph of the MIPs was
obtained with an S-4700 SEM (Hitachi, Japan) at 30 kV. UV analyses
of E2 were carried out using a UV–vis recording spectrophotome-
ter (Shimadzu, Japan). Fluorescence analyses of E2 were performed
using a Fluorescence spectrophotometer (F-2500, Hitachi, Japan).
Adsorption/desorption analyses were carried out using a nitrogen
surface area analyzer (ASAP 2000, Micromeritics, USA).

2.3. Preparation of molecularly imprinted polymers

The MIPs for E2 were prepared using a method described by Ye et
al. [22] with little modification: by dissolving E2 (0.272 g, 1 mmol),
MAA (0.517 g, 6 mmol), EDGMA (5.930 g, 30 mmol), and initiator
AIBN (0.062 g, 0.381 mmol) in 8 mL of acetonitrile in a 40 mL thick-
walled glass tube. The prepolymerization mixture was sparged with
nitrogen for 5 min to remove oxygen, and then polymerized at 60 ◦C
in a water bath for 24 h. Thereafter, the MIPs monolith was crushed,
ground and sieved through 30–45 �m sieves, and the remaining
fines were removed by sedimentation in acetone. The MIPs parti-
cles obtained were washed with methanol:acetic acid (9:1, v/v) to
remove the template molecules. Then, the particles were dried at
55 ◦C in oven for 12 h.

As a control, non-imprinted polymers were synthesized simul-
taneously under the same procedure in the absence of template
molecule.

2.4. Binding experiments

To evaluate the binding capacity of the MIPs obtained, static
adsorption test and dynamic adsorption test were carried out in
acetonitrile solutions. 20 mg of polymer particles were added in
10-mL flask containing 3.0 mL E2 solutions of various concentra-
tions (0.09–0.73 mmol L−1). After shaken in a water bath for 12 h at
room temperature, the samples were centrifuged, filtered. The free
concentration of E2 after the adsorption was recorded by UV spec-
trometry at 280.0 nm. The adsorption quantity (B) was calculated by

subtracting the free concentrations from the initial concentrations.
Meanwhile, the maximum binding capacity (Bmax) and dissocia-
tion constant (KD) were estimated by processing with the Scatchard
equation B/Cfree = (Bmax − B)KD (where B is the amount of E2 bound
to polymer at equilibrium, Cfree is the concentration of free target).
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.5. Molecularly imprinted solid-phase extraction procedures

300 mg of dry imprinted and non-imprinted polymer particles
ere packed into 3.0 mL hollow SPE cartridges (Besep, USA) with

wo glass-wool frits at each end. The cartridges were washed with
ethanol (3 mL) and conditioned with acetonitrile (3 mL) before

se.
2 mL E2 solution was loaded onto MISPE and NISPE cartridges,

espectively. After loading, vacuum was applied to the cartridges
or 10 min in order to remove the residual solvent. The cartridges
ere washed with 3.0 mL of acetonitrile/water mixture (4/6, v/v)

o eliminate molecules retained by non-specific adsorption by
he polymer. Eluting step was then performed using 3.0 mL of

ethanol/acetic acid (99/1, v/v) mixture solution. Finally, the elu-
ion fractions were dried under a gentle nitrogen stream. The
esidue was reconstituted with methanol to final volume of 0.5 mL
or subsequent HPLC analysis.

Following the optimized MISPE procedure for E2, estriol (E3) and
iethylstilbestrol (DES) were selected to evaluate the selectivity of
he MISPE cartridges. Each assay was repeated six times.

.6. Molecularly imprinted solid-phase extraction and
etermination of fish and prawn sample extracts

In this experiment, the tissue samples were wrung, and stored at
18 ◦C before analysis. The Tilapia and prawn samples were spiked
ith two concentration levels of E2 at 0.01 and 0.1 mg g−1.

5 g of spiked samples were homogenized in 20 mL of acetoni-
rile, and were ultrasonicated for 30 min at room temperature.
he homogenates were centrifuged twice at 10,000 rpm (CR22GII,
imac, HITACHI, Japan) for 10 min at 4 ◦C. After blowing down
ith nitrogen, the residue was reconstituted with 4 mL acetonitrile.
mL of these solutions were loaded on the cartridges. Washing

tep was performed with 2× 3 mL of acetonitrile/water mixture
4/6, v/v) solution. Finally, the columns were eluted with 3.0 mL
f methanol/acetic acid mixture (99/1, v/v). Experiments were
epeated six times.

. Results and discussion

.1. Preparation and characteristic of the molecularly imprinted
olymers

Since MIPs have a stronger load capacity and a larger population
f micropores by thermal initiation [23], a thermo-polymerization
rocedure was employed at 60 ◦C for 24 h. MAA was chosen as
unctional monomers and EGDMA was used as cross-linker in
he synthesis of E2 imprinted polymers. Generally, the affinity
nd imprinting effect of MIPs toward its template molecule were
ffected by the molar ratios between template and monomer in the
ynthesis of molecularly imprinted polymers [24]. Therefore, three
olar ratios between template and monomer of 1:4, 1:6 and 1:8
ere tested in our experiment, while the molar ratio of monomer to

ross-linker was selected at 1:5 to ensure the formation of defined
ecognition sites with polymers [25]. The results revealed that the
IPs with the molar ratios between template and monomer of 1:6

howed best specific affinity and low non-specific affinity. Since the
ow molar ratios induced less binding sites in polymers due to the
ewer of template–monomer mixture, but high molar ratios pro-
uced high non-specific affinity. Theoretically, the accuracy of the

ssembly between the template and the monomer was related to
he characteristics of the porogen solvent in non-covalent approach
26]. Thus, acetonitrile, the less polar porogen, which can eliminate
nterferences with hydrogen bonds and electrostatic interactions,
as employed in polymerization. The porogen volume was also
Fig. 2. (A) Binding isotherm of MIPs and NIPs for E2 in acetonitrile. (B) Time profiles
of E2 (0.28 mM) binding by 6.7 mg mL−1 polymer in acetonitrile. (C) Scatchard plot
of MIP and NIP.

one of the most important factors influencing both the solubility of
template–monomer mixture and the morphology of polymers. The
large volume of porogen led to higher surface area and pore size,
while small volume resulted in a low mechanical intensity. Thus,
different proportions of template to porogen volume (mol/mL) of
1:6, 1:8 and 1:10 were studied, and the optimum proportion was
confirmed at 1:8 (mol/mL).

After MIP synthesis, the imprinting effect was initially evalu-
ated by performing binding experiments in which fixed amounts
of imprinted and non-imprinted polymers were incubated with
different concentrations of E2 in acetonitrile. The static adsorp-
tion data (Fig. 2A) showed the binding capacity of imprinted
polymer increased with the increasing of the initial concentra-

tion of E2, and displayed a higher affinity for template molecule
than non-imprinted polymer. This high affinity of imprinted
polymers was also demonstrated by dynamic adsorption tests
(Fig. 2B) in which the imprinted polymer always adsorbed larger
amount of E2 than that of non-imprinted polymer. From the
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Fig. 3. Scanning electron microscopy of the MIP.

catchard plot (Fig. 2C), the Bmax values were calculated to be
.59 and 2.86 �mol g−1 for imprinted and non-imprinted polymer,
espectively. The dissociation constant KD was 0.86 �mol L−1 was
alculated from the Scatchard slope. Since specific surface area
nd pore volume strongly influenced the efficiency of adsorption,
hese parameters should be evaluated. The specific surface areas,
ore volumes and pore size from nitrogen adsorption experiments
ere 55.28 m2/g, 0.33 cm3/g and 23.24 nm for imprinted polymer,
3.26 m2/g, 0.28 cm3/g and 14.70 nm for non-imprinted polymer,
espectively. The similar surface area, pore volumes and pore size
f imprinted and non-imprinted polymers suggested that the affin-
ty of the imprinted polymer was due to specific binding sites. The

icroscopic characteristic of the imprinted polymer was shown in
ig. 3, and a porous surface could be clearly observed. All these
haracteristics indicated that the imprinted polymer was a poten-
ial sorbents for selective enrichment and separation, detection of
2 from sample matrix.

.2. Optimization of the MISPE procedures

In order to evaluate the imprinting effect and applicability of
he MIPs for separation and determination of trace E2 by HPLC, a
eneral procedure for a generic SPE (conditioning, loading, washing,
luting) were optimized to achieve good sensitivity and precision
f this method.

Different loading solvents such as acetonitrile, acetone,
ethanol, methylene chloride, chloroform, acetonitrile/water (9:1

nd 7:3, v/v) and loading volume (1, 2, 3, and 4, mL) were investi-
ated. The best results were obtained when (2 mL) acetonitrile was
mployed, which all the loaded E2 was retained by MIP cartridges.
his might be because that acetonitrile as the porogen solvent in
olymerization, could influence the degree of polymer chain solva-
ion and adjusted the solvation of microenvironment of the binding
ites similar with in the developing polymer [27]. Methylene chlo-
ide could entirely load E2 onto MIP cartridge, however, the specific
nteraction between the template molecule and the MIPs was dis-
upted. The polar and contained water-containing media also had a
irect disruption for the recognition ability of the MIPs, which led
o a significant loss in loading step for both MIP and NIP cartridges.
hus, acetonitrile (2 mL) was selected as the loading solvent.

The washing step was the most crucial procedure to maximize
he specific interactions between the analytes and binding sites,

nd to simultaneously decrease non-specific interactions to discard
atrix components in the polymer [28]. Thus, acetonitrile/water

1/9, 2/8, 3/7, 4/6, and 5/5, v/v) were investigated in washing step.
he results were showed in Fig. 4 washing with 3 mL of acetoni-
rile/water (3/7, v/v) mixture solvent had no obviously effect on the
Fig. 4. Effect of acetonitrile in washing step to SPE cartridges.

retention of E2 on both MIP and NIP cartridges. With the increase
of acetonitrile in the washing solutions (4/6, v/v), the recovery
of E2 in NIP cartridge was decreased rapidly to 16.7%, while the
recovery of E2 by the MIP cartridges was not reduced (83.7%).
Meanwhile, increasing of the washing volume with 2× 3 mL of
acetonitrile/water (4/6, v/v) just had a light effect on MIP, thus
confirming the presence of specific interactions taking place in the
binding sites. However, the higher portion of acetonitrile in mixture
solvent (5/5, v/v) led to a large decrease of E2 retention both on the
MIP and NIP cartridges due to the disruption of specific interactions
between the analytes and binding sites.

The optimized elution solvent was obtained by employing 3 mL
of methanol containing 1% (v/v) of acetic acid which eluted E2 from
MIP and NIP cartridges absolutely.

3.3. Selectivity of the MISPE cartridges

In order to estimate the selectivity of E2 MIP cartridges, sev-
eral estrogen compounds with similar structure and characteristics
such as E3 and DES were selected. The molecular structures were
shown in Fig. 1. E3, holding the same carbon skeleton with E2, had
an hydroxyl group in position 17 and a phenol hydroxyl group in
position 3 but exceeded an hydroxyl group in position 18. DES had
two phenol hydroxyl groups, and the carbon skeleton was different
from E2 and E3.

The previously described MISPE procedure was applied to these
estrogen compounds on MIP and NIP cartridges. The results were
showed in Fig. 5. A quantitative extraction and excellent selec-
tivity were obtained for E2. The recovery in MIP cartridges was
84.8 ± 6.53%, which was significantly higher than that of NIP car-
tridges (19.1 ± 1.93%). The better efficiency and selectivity of the
MIP for E2 compared with that of NIP was further demonstrated
when this compound was used in the presence of E3 and DES.
The recovery of E3 in MIP cartridges was 72.1 ± 1.20%, which was
a bit less than that of E2, because the hydroxyl group in position
18 could bring steric hindrance with the hydroxyl group in position
17 suspected to preferentially bind to the functional monomer in
the specific binding sites [29]. However, the significant difference
between the recovery of MIP and NIP (28.0 ± 6.28%) demonstrated
the specific interaction also happened in a certain extent. On the
contrary, DES recovery obtained for the MIP cartridges was low
(31.7 ± 5.90%). The main reason might be the two phenol hydroxyl

groups of DES display weak acidity [30], and might be not appro-
priate to interaction with MAA (the functional monomer of the
polymer) by hydrogen bonding. Meanwhile, the different struc-
ture as in particular with E2 also was the crucial factor for the low
recovery.
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.4. Molecularly imprinted solid-phase extraction and
etermination of E2 in fish and prawn samples
In this experiment, acetonitrile which had good ability for
recipitating protein, lower solubility of lipids than other sol-
ents and could penetrate meat after homogenization was
elected to extract E2 from fish and prawn tissues. After

ig. 6. Chromatograms of spiked fish (A) and prawn (B) samples using MISPE: (1) sampl
IP cartridges; (3) extracted sample spiked with 0.01 mg g−1 purified on NIP cartridges; (
(2009) 442–447

ultrasonication, centrifugation, dryness and reconstitution, the
obtained solution was analyzed by HPLC (Fig. 6A.1. and
B.1.). Despite most amounts of matrices was removed by
centrifugation at 10,000 rpm for 10 min, this kind of matri-
ces even containing small amounts protein and lipids may
deteriorate the analytical results seriously and harm the col-
umn.

Therefore, a satisfactory clean-up of the matrix was obtained
by loading the extraction solution to MIP cartridges and washing
with 2× 3 mL of acetonitrile/water (4/6, v/v) solution. The results
obtained after HPLC analysis of the elution fractions are presented
in Fig. 6A and B. Chromatograms obtained for spiked samples with-
out MISPE (1), blank and spiked samples purified by MISPE (2–4),
revealed that the samples were significantly cleaner after the MISPE
had been applied. Table 1 showed the average recoveries of E2 were
78.3–84.5% and 10.9–16.9% for MIP cartridges and NIP cartridges,
respectively. The comparison of the MISPE elution fractions with the
non-imprinted solid-phase extraction and the direct analysis of the
spiked fish and prawn demonstrated the high efficiency and selec-
tivity of the MISPE cartridges. The LOD (S/N = 3) and LOQ (S/N = 10)
correspond to 0.023 and 0.076 mg L−1. The linear range was estab-
lished between 0.01 and 2.0 mg L−1 with a correlation coefficient

(R ) of 0.9997. The intraday precisions of the relative peak areas
were below 3.0% and interday precisions below 6.5%.

The MISPE protocol was also applied to water samples (tap and
river water). The high molecular recognition ability of imprinted
polymer was not exhibited because the hydrophobic character

es extract in acetonitrile; (2) extracted sample spiked with 0.01 mg g−1 purified on
4) blank samples purified on MIP cartridges.
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Table 1
Recoveries and RSD of E2 after SPE of spiked fish and prawn samples.

Samples Adding (mg g−1) Found (mg g−1) Recoveries (%) RSD (%) n = 6

MIP NIP MIP NIP MIP NIP MIP NIP

Fish 0.01 0.01 0.00845 0.00169 84.5 16.9 10.7 14.8
0.1 0.1 0.0800 0.0147 80.0 14.7 5.79 10.2

Prawn 0.01 0.01 0.00818 0.00109 82.8 10.9 2.26 16.5
0.1 0.1 0.0783 0.0150 78.3 15.0 3.33 11.9

Table 2
Compared the methods used before to the one this article described.

Pretreatment methods Analytical system Samples Selective Ref.

MISPE HPLC/fluorescence Fishery tissue Yes This article
G
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F/C filters prior to solid-phase extraction (SPE) using C18 as sorbent LC/MS/MS
n-line SPE using cigarette filter as sorbent HPLC/UV
PE using C18 as sorbent HPLC/fluo
iquid–liquid extraction HPLC/elec

f the polymer badly destroyed the molecular identification of
mprinted sites. Thus, a kind of water-compatible molecularly
mprinted polymer should be studied to substitute this hydropho-
ic imprinted polymer for selective extraction of estrogen in water
ystem.

. Conclusions

This study demonstrated the potential of a 17�-estradiol
mprinted polymer which was synthesized by bulk thermal
olymerization for the separation and preconcentration of 17�-
stradiol in acetonitrile. It has been proved that the polymer has a
ood selectivity for imprinted molecule by both functional groups
nd dimensional structure of specific binding site. Furthermore,
he MIP polymer as adsorbents in SPE was successfully applied
or extraction of 17�-estradiol from fishery tissue matrix followed
y HPLC with FL detection. Some methods have been used for
he determination of 17�-estradiol summarized in Table 2. Each

ethod has its advantages and limitations including of selectivity
nd interference of matrix, and has to add further purification pro-
edure to remove coextractant. Comparing with these methods, the
ethod developed by this article was sufficiently accurate and pre-

ise to be used for 17�-estradiol analysis in fishery tissue samples,
nd performed better characteristics such as selectivity and clean-
iness of the extracts. Future research should focus on preparing
ater-compatible molecularly imprinted polymer for detection of
ydrophobic compounds in water system.
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a b s t r a c t

Detection of drug vapors and volatile products of their decomposition is an important, and sometimes
the only way to determine the presence of illegal drug traces at the surface of mail items, documents,
hands and banknotes. This paper gives the results of experimental studies on the effect of UV irradiation
on the sensitivity of a vapor phase detection of cocaine of different origin by a technology of ion mobility
increment spectrometry (IMIS). It is shown that the influence of UV irradiation on the surface of cocaine
eywords:
ocaine hydrochloride
rack
hotolysis
on mobility increment spectrometry
PI-MS

hydrochloride and crack increases the amplitude of IMIS signals by about eight times. We analyzed ions
emerged by photolysis of tested cocaine samples using mass-spectrometry with atmospheric pressure
ionization (API-MS). The assumption is made about structural formula of volatile products of photolysis
of crack and cocaine hydrochloride. By the results of API-MS and IMIS studies on photolysis of cocaine
samples it is assumed that compound C10H15NO3 with a molecular weight of 197 amu and ecgonidine
methyl ester with a molecular weight of 181 amu are responsible for the increase of an amplitude of IMIS

on of
signals upon UV irradiati

. Introduction

There are a lot of tasks for which detection of drug vapors in a gas
hase above an object is necessary. Forensic science and customs
ervices encounter with such problems upon detection of concealed
rugs, drug traces at the surface of mail items, documents, hands
nd banknotes. Methods using atmospheric pressure ionization fol-
owed by ion separation by mobility parameters are widely used for
etection of drug vapors in a gas phase.

An ion mobility spectrometry method (IMS) first submitted
y Cohen and Karasek [1], is now advanced for fast detection of
oncealed illicit substances (drugs, explosives) as well as for the
vidence for the presence of concealed drug or explosive traces at
he surface of suspicious or confiscated objects [2,3]. The most com-
lete review of the IMS applications is given by Eiceman and Karpas
4].

One of the latest selective ionization methods for analyzing
mpurities in a gas phase is ion mobility increment spectrometry
IMIS) [5,6]. Ion nonlinear drift spectrometer [7], high-field asym-
etric waveform ion mobility spectrometer (FAIMS) [8], field ion
pectrometer (FIS) [9], radio-frequency-based ion-mobility ana-
yzer [10], differential mobility spectrometer (DMS) [11] are used
s a synonym for the IMIS.

∗ Corresponding author. Fax: +7 383 330 94 89.
E-mail address: ykolom@che.nsk.su (Y.N. Kolomiets).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.012
samples of crack and cocaine hydrochloride.
© 2008 Elsevier B.V. All rights reserved.

Unlike the IMS where ions are separated in a longitudinal elec-
trical field by their mobility coefficients, ion separation in the IMIS
is based on the difference of ion mobility coefficient in strong and
weak electric fields (effect of nonlinear ion mobility in a strong
electric field [12]). Dispersion electric fields in the IMIS are formed
by periodic asymmetric voltage U(t) satisfying the following condi-
tion:

1
T

∫ t+T

t

U(t) dt ≡ 〈U(t)〉 = 0

1
T

∫ t+T

t

U2m+1(t) dt ≡ 〈U(t)2m+1〉 /= 0

(1)

where broken brackets mean time averaging, and m ≥ 1 is an integer.
Ions executing fast oscillatory motions with period, T, drift

across a carrier-gas flow along field lines with velocity, Vi, charac-
teristic for each type of i ions. Transverse drift is compensated by a
dc electric field created by compensation voltage, Uci. Ions for which
Vi = 0, are detected in the IMIS, the other one recombine at the elec-
trodes. A signal registered by the IMIS is the compensation voltage
dependence of the ion current (I(Uc), drift spectrum). Thus, a mea-
sure of ion separation is compensation voltage, Uc, proportional to
ion’s parameter of nonlinear mobility.
As compared with the IMS, the IMIS technology offers advan-
tages in sensitivity and resolution. First, while in the IMS ions
injection is of a pulse nature, ions are continuously introduced
into the IMIS, thus ensuring higher sensitivity. Second, the param-
eter of nonlinear ion mobility for the ions with a molecular weight
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For chromatographic identification of the registered IMIS sig-
nals we used an EKHIO-M chromatograph of Multichrom Ltd.,
Novosibirsk, Russia (multicapillary column 220 mm in length; SE-
30 stationary phase; ionization detector (ID) with �-source 63Ni;
Y.N. Kolomiets, V.V. Pervuk

100 amu is more specific than mobility coefficient, providing the
dvantage in ion separation by the IMIS.

The main problem of drug detection in a gas phase is a low
aturated vapor pressure of these compounds. Actually, satu-
ated cocaine vapor pressure (the most volatile drug) above its
olid phase at room temperature is 2.3 × 10−12 g/cm3 and above
ocaine hydrochloride (the most widespread form of illegitimate
nd commercial cocaine) is 5.6 × 10−13 g/cm3 [13]. Therefore, effi-
ient sampling techniques are required to detect the compounds of
nterest.

One of the often-used techniques involves drug detection by the
ompound microparticles or by dust particles with drug molecules
dsorbed on them. One takes drug samples from an object surface
ith special cloths, or cuts a test piece from an object surface some-

imes. Cloths containing microparticles are placed into a heated
njection device, and drug molecule desorb into analytical path
f a gas analyzer. Such a technique along with a high sensitivity
ives a high background level. Another way is to detect drugs by
he products of their decomposition, or by attached foreign mate-
ials. Neudorfl et al. [14] suggested to detect cocaine concealed in
arine containers by ecgonidine methyl ester (EDME), the product

f cocaine thermal decomposition. The authors considered EDME
s a possible compound for cocaine detection in a gaseous phase,
ince the saturated vapor pressure of EDME exceeds that of cocaine
apor by 5 orders of magnitude. We think photochemical decom-
osition of cocaine to be a possible way to increase sensitivity of its
etection. We have no information about the papers on using the
ffect of UV irradiation to the purpose, but benzene ring and car-
onyl group present in structural formula of cocaine suggest that
ocaine can easily decompose under the action of UV yielding high-
olatile decomposition products, by which it will be easy to detect
ocaine in a gas phase above an object.

The present paper deals with experimental study on a gas phase
bove cocaine irradiated with UV to enhance sensitivity of cocaine
etection with ion mobility increment spectrometry. At the same
ime using a method of mass-spectrometry with atmospheric pres-
ure ionization (API-MS) one defines ions that appear upon cocaine
hotolysis and are responsible for the increase of the IMIS sensitiv-

ty.

. Experimental

.1. Instrumentation

To analyze sample vapor phase by the ion mobility increment
pectrometry we used an experimental IMIS device developed by
he Nikolaev Institute of Inorganic Chemistry of SB RAS, Novosi-
irsk, RUSSIA.

An experimental IMIS device (Fig. 1) contains ionization cham-
er 1 (�-source 63Ni, temperature, t = 20 ± 1 ◦C); ion separation
hamber 2 that is formed by two coaxial cylindrical electrodes with
iameters d1 = 0.5 cm и d2 = 0.94 cm, 4 cm in length; ion collector
; electrometric amplifier (width of baseline noise, 5 × 10−15 A) 4;
symmetric waveform dispersion voltage generator 5, compensa-
ion voltage generator 6. Flow of air–vapor mixture, Qs = 50 cm3/s,
ransports ions from the ionization chamber into the separation
ne, and further to the collector.

The asymmetric waveform dispersion voltage generator gener-
ted dispersion voltage Ud(t) = Ud × f(t) that met conditions (1) with
he following parameters:

voltage form f(t) described by equations
f (t) = sin (� · (t −mT)/t) − (2�/pT)
(1 − 2�/�T)

with mT ≤ t ≤ (mT + �),

f (t) = − (2�/�T)
(1 − 2�/�T)

with (mT + �) ≤ t ≤ (m+ 1)T
(2)
Fig. 1. Circuit diagram of IMIS device. (1) Ionization chamber; (2) ion separation
chamber; (3) ion collector; (4) electrometer; (5) dispersion voltage generator; (6)
compensation voltage generator; Qs, flow of air–vapor mixture.

where m ≥ 0 is an integer. Voltage form (2) is shown graphically in
rectangle 5. Voltage amplitude is Ud = −3600 V; period is T = 14 �s;
pulse duration is � = 4 �s. The limits of measurement error are:
ıUc = ± 2% for compensation voltage; ıUd = ± 10% for asymmetric
dispersion voltage amplitude; ıt = ± 5% for pulse duration and oscil-
lation period.
Fig. 2. Drift spectra of cocaine (a) and crack (b) vapors. Effect of ultraviolet irradiation
(UV): (1) without UV, (2) with UV. Time of UV sample irradiation, 50–60 s.
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Table 1
Mass-spectrum peaks registered upon photolysis of cocaine hydrochloride and crack samples. The time of UV sample irradiation is 200 s.

M+1 Cocaine Crack Assumed structural formula

Relative intensitya

(without UV)
Relative intensitya

(with UV)
Relative intensitya

(without UV)
Relative intensitya

(with UV)

124 – – – 2.5

142 – 2.4 – –

150 – – 2.8 2.5

182 – – 2.1 6.2

198 – 2.2 – 15

200 – 4.3 – –

260 – – – 5.8

reefo
i onine

fl
1
s
t
I

a
N
a
w
s

a From here on relative intensity = I/(3Noise), where I-peak amplitude, 3Noise-th
ntensity measurements-30% by 5 spectra. EDME-ecgonidine methyl ester, EME-ecg

ow rate through the column, 50 mL/min; column temperature,
75 ◦C; carrier-gas, purified air). As a standard we used cocaine
olution in methanol (with a concentration of 10−3 g/mL) of All-
ech” (cat. No. 018003). An injected sample volume was 1 �L. The
D output was fed directly into the analytical channel of the IMIS.

For API-MS studies we used a mass-spectrometer produced
t the Nikolaev Institute of Inorganic Chemistry of SB RAS,

ovosibirsk, RUSSIA on a basis of a monopole MX-7304A mass-
nalyzer (Electron production association, Sumy, Ukraine), which
as described earlier [15]. Briefly, a vacuum system of the mass-

pectrometer is a three-stage system of differential pumping.
ld value of noise signal measured within a given mass range. Precision of relative
methyl ester.

During the first stage pumped down to 500 Pa with a backing pump
with a rate of 5 L/s, ions transported into an inlet focus at a skimmer
opening 0.3 mm in diameter and run into the second stage of dif-
ferential pumping. The second staged is pumped down to 10−1 Pa
with a turbomolecular pump with a rate of 100 L/s. During this
stage ions focus on the entrance aperture of the mass-analyzer.
The monopole MX-7304A mass-analyzer is at the third stage of

differential pumping with a vacuum of 10−4 Pa. A minimum ion
concentration registered at the device inlet is 107 cm−3. The ana-
lyzer resolution for a mass range of 10–350 amu is 1 M. To ionize a
gas sample we use a 10 mCurie 63Ni beta source.
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IMIS.
There is a difference in the photolysis of cocaine hydrochloride

and crack. The action of UV irradiation upon cocaine hydrochlo-
ride tends to break bonds 1 and 3 (Fig. 3). As a result emission
of 3 compounds from the sample surface is observed. These
Y.N. Kolomiets, V.V. Pervuk

For sample ionization we used a DRK-120 mercury-quartz lamp
LOMO PLC, St-Petersburg, Russia) (wavelength, �= 360–440 Nm;
ower, W = 280). With a quartz lens we focused lamp beam
t the sample to a spot of size 20 mm × 40 mm (IMIS) and
0 mm × 20 mm.

To control the heating of test samples during UV irradiation,
e measured near-surface temperature using a Cu-Constantan

hermocouple. We submerged one thermocouple junction in the
ample to a depth of 1 mm and kept another one at 0 ◦C. Precision
f temperature measurement was ±1 ◦C. To determine the effect
V irradiation on sample heating, we recorded the IMIS and API-
S signals with no UV irradiation, in which case we heated the

amples with an IR heater to the same temperature as upon UV
rradiation.

.2. Chemicals

The Research Institute of Special Techniques and Communi-
ation (Novosibirsk, Russia) provided samples of rock cocaine
ydrochloride (hereafter cocaine) and crack in amounts of 96.2
nd 8.8 ng, respectively. With a VG 7070 HS chromato-mass-
pectrometer we tested the purity of cocaine hydrochloride
amples; the main component content was 98%. We took crack
amples, criminal objects that were of importance upon con-
raband detection, for comparison with pure cocaine samples.

e did not study the crack sample composition on purpose.
uring experiments we used untreated powered samples. We

nserted samples tested with the IMIS into an open quartz weigh-
ng bottle, and samples tested with the API-MS we placed upon

body paper. We performed vapor sampling under laboratory
tmosphere with a flow rate of 50 mL/s. Upon sampling we posi-
ioned an inlet of the gas analyzer (IMIS, API-MS) ∼1 cm in
iameter above an surface of sample examined at a distance of
0 mm.

. Results and discussion

Drift spectra of cocaine and crack vapors and the effect of
V irradiation upon them are shown in Fig. 2. With no UV

rradiation the peaks of cocaine samples (a thin line; peak ampli-
ude, 0.05 pA; Fig. 2a) and crack samples (a thin line; peak
mplitude, 0.12 pA; Fig. 2b) were registered at compensation volt-
ge Uc = −1.2 V and Uc = (0.95 V, respectively. The action of UV
rradiation on samples during 50–60 s results in considerable
ncrease of peak amplitude (by eight times) (Fig. 2a and b, heavy
ine). The peak of cocaine increases to I = 0.43 pA (Uc = −0.67 V),
nd the peak of crack grows to I = 0.92 pA (Uc = −0.76 V). It is
arked therewith that the value of compensation voltage shifts

o zero and a slight peak asymmetry appears. It is most evi-
ent in cocaine (compensation voltage changes from Uc = −1.2
o Uc = −0.67 V). It should be mentioned that during the experi-

ents with the IMIS UV irradiation for 50–60 s causes the sample
urface to heat just by 2–3 ◦C. As it is clear from the experi-
ent, such a sample heating by 3 ◦C without UV irradiation using

n IR heater does not produce sensible changes in drift spectra
eordered.

To determine whether the IMIS signals registered from crack
nd cocaine samples with no UV irradiation belonged to cocaine
ase, we identified peaks 1(a) and 1(b) with an EHKO-M chro-
atograph. We obtained a one-to-one correspondence between

he peak of crack and cocaine hydrochloride detected by the IMIS

nd chromatographically separated cocaine fraction of an “Alltech”
tandard. Thus, one can state that in the absence of UV irradia-
ion the IMIS detects from cocaine and crack samples the vapors
f cocaine itself. It is very important for crack samples, which are
riminal objects containing foreign compounds
Fig. 3. Structural formula of cocaine. 1, 2, 3-chemical bonds broken at photolysis.

The compensation voltage shift and peak asymmetry (Fig. 2,
curves 2a and b) can be caused by the emission of several com-
pounds from the samples upon UV irradiation, which are not
separated by the given IMIS experimentally. Ions registered possess
a very low nonlinear ion mobility coefficient as indicated by low
values of compensation voltage, Uc (from −0.67 to −1.2 V). Besides,
halfwidth of peaks (�Uc

0.5∼1.3 V) compares well with Uc value.
Under these conditions it is almost impossible to separate ions
detected. To determine which ions are responsible for the signal
increase upon UV irradiation of the samples, we conducted exper-
iments on detection of cocaine and crack in a vapor phase with the
API-MS simultaneously with the experiments using the IMIS.

Because of a very low MS sensitivity (as compared with the IMIS),
we placed the samples tested on the body paper immediately under
a sampling tube of the MS at a distance of 10 mm and not into the
quartz weighing bottle. In the experiments with the MS the maxi-
mum time of UV irradiation was 50 min. The sample temperature
after 5 min of UV irradiation became constant; therewith the sam-
ple heating did not exceed 25–30 ◦C. Similar heating without UV
irradiation using the IR heater did not give rise to signals in the
MS-spectra.

Table 1 gives molecular weights registered in a vapor phase of
cocaine and crack samples upon photolysis and assumed structural
formulas. By the structural formulas of the compounds given in the
table it is possible to assume that the main mechanisms of the pho-
tolytic reactions in cocaine hydrochloride and crack samples are
similar to those of ketone photolysis and are linked with the pres-
ence of carbonyl groups in a cocaine molecule [16]. It is assumed
that upon the action of UV irradiation substituting groups sepa-
rate from tropan nucleus of a cocaine molecule along the bonds
indicated by 1, 2 and 3 in Fig. 3. This results in volatile photolysis
products given in Table 1, which are detected by the API-MS and
Fig. 4. Amplitudes of IMIS signals from crack and cocaine samples versus the time
of UV irradiation. (1) Sample injection, (2) onset of UV irradiation, (3) termination
of UV irradiation.
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ig. 5. Amplitudes of API-MS signals from cocaine and crack samples versus the tim
+1 = 198 amu; area of UV irradiation focusing: 1–100 mm2, (2) 200 mm2; (b) crac

ompounds are: tropanol (C8H15NO, molecular weight, 141 amu);
ompound C10H15NO3 (molecular weight, 197 amu); ecgonine
ethyl ester (C10H17NO3, molecular weight, 199 amu). Upon UV

rradiation of crack bonds 1, 2 and 3 break and 5 compounds emit
rom its surface. These are: tropidine (C8H13N, molecular weight,
23 amu); compound C10H15N (molecular weight, 149 amu); ecgo-
idine methyl ester (C10H15NO2, molecular weight, 181 amu);
ompound C10H15NO3 (molecular weight, 197 amu); compound
16H21NO2 (molecular weight, 259 amu).

Of all the compounds detected the two one that arouse inter-
st are: compound C10H15NO3, molecular weight, 197 amu and
cgonidine methyl ester (EDME). We think these compounds to
e responsible for considerable increase of the signals in the

MIS spectrum upon UV irradiation (Fig. 2). Indeed, the proxim-
ty of compensation voltage values for crack and cocaine samples
Uc = −0.67 V for cocaine and Uc = −0.76 V for crack) allows one to
ssume that only one compound contributes to the increase of their
ignals upon UV irradiation. It is C10H15NO3 that we have detected
oth in crack and cocaine hydrochloride samples upon UV irradia-
ion. Just as in the IMIS spectra (Fig. 2, curves 2a and b) the signal
ntensity of compound C10H15NO3 from the crack sample is much
igher than that of signals from cocaine (Table 1). As for EDME, it
hould be mentioned that it is a product of thermal cocaine decom-
osition as well as a possible compound by which cocaine in a vapor
hase can be detected. The production of EDME upon photochem-

cal reaction of crack suggests that the mechanisms of photolysis
nd thermolysis of cocaine in crack samples are similar.

The time dependence of recorded spectra is a distinguishing fea-
ure of photochemical processes. Figs. 4 and 5 give the curves of the
mplitude of MS and IMIS signals versus time. During the experi-
ents performed with the IMIS we set compensation voltage to a

alue corresponding to a peak maximum and determined the time
ependence of the IMIS signal. During the experiments with the
S we chose a narrow interval including molecular weights of 182

nd 198 amu, and registered the variation of peak amplitudes with
ime.

Very early in the action of UV irradiation the crack and cocaine
amples behave in a similar way: a sharp increase of their signals
s observed in the IMIS and MS spectra (Figs. 4 and 5). From the
stimation of the data obtained it is evident that the first 10 s of
V irradiation of the cocaine and crack samples result in a signal

ncrease by a factor of 2–3. For crack, the increase of MS signals is
bserved both for a molecular weight of 182 and 198 amu (Fig. 5b).
ollowing the termination of UV irradiation (3 on Fig. 4), at the

ecrement curve of the IMIS signals one can see portions of a rel-
tively fast and slow change, which are likely to be responsible for
ifferent photochemical processes in samples tested. At the end of
00 s the IMIS signal falls to its initial value. The MS signal ampli-
udes of cocaine and crack samples reach their maximum within
V irradiation. (a) Cocaine sample; amplitude of a peak with a molecular weight of
ple.

100–200 s following the onset of UV irradiation (Fig. 5a and b).
The rate of their increase grows with radiation intensity. Thus, a
two times decrease in the area of UV irradiation focusing (from
200 to 100 mm2) results in a twofold decrease of the time for the
MS signal of cocaine to reach a maximum (Fig. 5a, curves 1 and
2). Long-term action of UV irradiation upon tested samples (more
than 300 s) tends to decrease MS signals. Such a behavior can be
explained by the fact that the products of photolysis conceal a free
sample surface, and the rate of compound emission during pho-
tochemical reaction is thereby reduced. This is supported by the
fact that after UV irradiation at the surface of crack and cocaine
samples tested one can find traces tinged with yellow. One should
point to the difference in the time dependence of the amplitudes of
MS signals corresponding to molecular weights of 182 and198 amu
upon long-term irradiation of the crack samples. After 25 min of UV
irradiation the peak amplitude of molecular weight 182 becomes
constant, the intensity of molecular weight 198 after 50 min of UV
irradiation goes down to zero. To find out what is responsible for
this, is the subject of further studies on the processes of crack and
cocaine photolysis. By the results of experiments with IR heating
of the samples tested one may conclude that variations in sam-
ple temperature during UV irradiation thereof do not considerably
affect the results obtained.

4. Conclusion

The present paper shows that the action of UV irradiation upon
crack and cocaine samples gives a eight times increase in sensi-
tivity of a vapor phase detection of these compounds by the IMIS
technology. From the results of mass-spectrometric studies with
atmospheric pressure ionization one can assume that compound
C10H15NO3 with a molecular weight of 197 amu, and ecgonidine
methyl ester (EDME) produced upon UV irradiation contribute sig-
nificantly to the increase of IMIS signals upon photolysis of crack
and cocaine. Despite of the fact that crack is a raw substance con-
taining impurities, the results of our studies show that it is possible
to detect cocaine in crack samples of different origin by a vapor
phase upon UV irradiation of the samples. The result obtained is of
great practical importance in the light of the use of the IMIS device
by forensic science and customs services for detection of cocaine
traces at the surface of mail items, documents, hands and banknotes

Acknowledgements

The present work was performed with a financial support of

RFBR Project # 07-08-00143-a, Russia.

References

[1] M.J. Cohen, F.W. Karasek, J. Chromatogr. Sci. 8 (1970) 330.



hin / T

[

[
[

[
1393–1396.

[14] P. Neudorfl, M. Hupe, P. Pilon, A.H. Lawrence, Anal. Chem. 69 (1997) 4283–
Y.N. Kolomiets, V.V. Pervuk

[2] C.-W. Su, K. Babcock, S. Rigdon, IJIMS 1 (1) (1998) 15–27.
[3] Th. Keller, et al., IJIMS 2 (1) (1999) 22–34.
[4] G.A. Eiceman, Z. Karpas, Ion Mobility Spectrometry, CRC Press, Boca Raton, FL,

1994.
[5] M.P. Gorshkov, USSR Inventors Certificate No. 966583 (1982).
[6] I.A. Buryakov, E.V. Krylov, E.G. Nazarov, U.K. Rasulev, Int. J. Mass Spectrom. Ion
Process. 128 (1993) 143.
[7] I.A. Buryakov, Y.N. Kolomiets, B.V. Luppu, J. Anal. Chem. 56 (2001) 336.
[8] R. Guevremont, J. Chromatogr. A 1058 (2004) 3–19.
[9] B.L. Carnahan, A.S. Tarassov, US Patent 5,420,424 (1995).
10] G.A. Eiceman, B. Tadjikov, E. Krylov, E.G. Nazarov, R.A. Miller, J. Westbrook, P.

Funk, J. Chromatogr. A 917 (2001) 205.

[

[

alanta 78 (2009) 542–547 547

11] C.A. Veasey, C.L.P. Thomas, Analyst 129 (2004) 198.
12] E.A. Mason, E.W. McDaniel, Transport Properties of Ions in Gas, John Wiley &

Sons, New York, 1988, p. 160.
13] A.B. Dindal, M.V. Buchanan, R.A. Jenkins, C.K. Bayne, Analyst 125 (2000)
4285.
15] V.V. Pervukhin, R.R. Ibragimov, V.M. Moralev, Instrum. Exp. Technol. 40 (1997)

700.
16] J.G. Calvert, J.N. Pitts, Photochemistry, John Wiley & Sons, New York, 1966.



Q
b

S
J
a

D
b

c

d

e

f

a

A
R
R
A
A

K
H
N
S
T
m

1

r
h
o
t
a
s
s
o
h
t
i
a
a
t
d

0
d

Talanta 78 (2009) 608–612

Contents lists available at ScienceDirect

Talanta

journa l homepage: www.e lsev ier .com/ locate / ta lanta

uantitative analysis of human serum leptin using a nanoarray protein chip
ased on single-molecule sandwich immunoassay

eungah Leea, Shinae Leeb, Young-Ho Kob, Hyungil Jungc, Jung Dong Kimc,
oon Myong Songd, Jaebum Chooe, Seong Kug Eof, Seong Ho Kanga,∗

Department of Chemistry and Research Institute of Physics and Chemistry (RINPAC), Chonbuk National University, 664-14, 1-Ga,
uckjin-Dong, Duckjin-Gu, Jeonju 561-756, South Korea
Department of Physical Education, Chonbuk National University, Jeonju 561-756, South Korea
Department of Biotechnology, Yonsei University, Seoul 120-749, South Korea
Research Institute of Pharmaceutical Sciences and College of Pharmacy, Seoul National University, Seoul 151-742, South Korea
Department of Applied Chemistry, Hanyang University, Ansan 426-791, South Korea
Laboratory of Microbiology, College of Veterinary Medicine, Chonbuk National University, Jeonju 561-756, South Korea

r t i c l e i n f o

rticle history:
eceived 20 October 2008
eceived in revised form 6 December 2008
ccepted 8 December 2008
vailable online 24 December 2008

a b s t r a c t

We report a method for the quantitative analysis of human serum leptin, which is a protein hormone asso-
ciated with obesity, using a nanoarray protein chip based on a single-molecule sandwich immunoassay.
The nanoarray patterning of a biotin-probe with a spot diameter of 150 nm on a self-assembled mono-
layer functionalized by MPTMS on a glass substrate was successfully accomplished using atomic force
microscopy (AFM)-based dip-pen nanolithography (DPN). Unlabeled leptin protein molecules in human
eywords:
uman leptin
anoarray protein chip
ingle-molecule sandwich immunoassay
otal internal reflection fluorescence

serum were detected based on the sandwich fluorescence immunoassay by total internal reflection flu-
orescence microscopy (TIRFM). The linear regression equation for leptin in the range of 100 zM–400 aM
was determined to be y = 456.35x + 80,382 (R = 0.9901). The accuracy and sensitivity of the chip assay
were clinically validated by comparing the leptin level in adult serum obtained by this method with those
measured using the enzyme-linked immunosorbent assay (ELISA) performed with the same leptin stan-

. In c
of ul
icroscopy (TIRFM) dards and serum samples
exhibited the advantages

. Introduction

Leptin is a protein hormone associated with obesity, appetite
egulation, energy expenditure, and reproduction in animals and
umans. Noticeably higher leptin levels have been observed in
bese humans than in non-obese humans [1–3]. Leptin is thought
o contribute to body weight regulation by controlling food intake
nd energy expenditure at the hypothalamic level [4]. It has been
uggested that abnormalities in its level increase the propen-
ity to obesity. In addition to its role in metabolic disorders and
besity, leptin also has an important regulatory effect on bodily
ormonal [5,6] and gonadal [7] functions. So far, the capillary elec-
rophoresis [8–10], immunofunctional assay [11], enzyme-linked
mmunosorbent assay (ELISA) [12,13], radioimmunoassay [14–18]

nd Western blotting [19–21] techniques have been convention-
lly used to determine human leptin. Although they are reliable,
hese methods are relatively expensive and are restricted to the
etermination of single target specificity.

∗ Corresponding author. Tel.: +82 63 270 3421; fax: +82 63 270 3408.
E-mail address: shkang@chonbuk.ac.kr (S.H. Kang).
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ontrast to conventional ELISA techniques, the proposed chip methodology
tra-sensitivity, a smaller sample volume and faster analysis time.

© 2009 Elsevier B.V. All rights reserved.

The possible application of microarray biochips to the analy-
sis of various cytokines, including leptin, in serum samples, was
demonstrated by Du et al. [22]. The ability to fabricate highly robust
microarrays in which a thousand samples are immobilized enables
the generation of massive amounts of biologically relevant data
using low sample quantities. Recently, nanoarray technology has
been suggested as a means of overcoming the problems of microar-
ray technology, such as the relatively large sample volumes and long
incubation times that are required, and the high limits of detection
(LOD). A new generation nanoarray biochip has also been described
which is capable of supporting high-throughput and multiplexed
ELISA. Despite its advantages, the nanoarray assay is not able to
achieve the femtomolar (fM, ×10−15 M) LOD of ELISA, which limits
its applications in immunoassays [23,24]. However, the detection
of proteins in the zeptomolar concentration range (zM, ×10−21 M)
has recently been demonstrated using a mass spectrometer or gold
nanoparticles conjugated with antibodies [25,26]. Proteins in the

zM concentration range exhibit almost no detectable, nonspecific
binding to the passivated portions of nanoarrays, even when they
are present in the form of complex mixtures, and therefore provide
the opportunity to study a variety of surface-mediated, biological
recognition processes.
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AZ) was used as a detector with an exposure time of 100 ms. A filter
cube with a 488-nm notch filter (Korea Electro Optics, Korea) and a
530-nm band-pass filter (FWHM 20 nm, Olympus Optical Co. Ltd.,
Shinjuku-ku, Tokyo) was installed between the CCD camera and the
objective lens. After the completion of all reactions, the nanoarray
S. Lee et al. / Tala

This paper reports the development of a nanoarray protein
hip for the quantitative analysis of human leptin in serum at the
M–aM concentration level. The leptin protein nanoarrays formed
ia atomic force microscopy (AFM)-based dip-pen nanolithography
DPN) were detected using a total internal reflection fluorescence

icroscopy (TIRFM) system at the single-molecule level based on a
ingle-molecule sandwich fluorescence immunoassay. Leptin pro-
ein molecules at the 100 zM concentration level in human serum
ere detected on the nanoarray protein chip without any non-

pecific binding of protein molecules. The nanoarray protein chip
ssay was further clinically validated by comparing the leptin level
n adults obtained by this method with that measured using the
onventional ELISA performed with the same leptin standards and
erum samples.

. Experimental

.1. Chemical and reagents

(3-Mercaptopropyl)trimethoxysilane (MPTMS), streptavidin,
iotinylated protein G (BPG) and Tween-20 were obtained from
igma–Aldrich (St. Louis, MO). mPEG–maleimide (5K), used as
blocking solution, was purchased from IDB (ID Biochem Inc.,

eoul, Korea), streptavidin-Alexa Fluor® 488 from Molecular Probes
Eugene, OR, USA), and Ez-Link®maleimide–PEO2–biotin from
ojindo (Dojindo Laboratories, Japan). Rabbit polyclonal antibody

o human leptin (Abcam, Cambridge, UK) was used as the first
ntibody on the nanoarray protein chip. All samples were diluted
ith a 1× phosphate buffered saline (PBS; 137 mM NaCl, 2.7 mM
Cl, 4.3 mM Na2HPO4, 1.4 mM KH2PO4, and pH 7.4) buffer solu-
ion. All buffer solutions were prepared with ultra-pure water
>18 M�) and filtered through a 0.2-�m membrane filter (nylon

embrane filter, Whatman International Ltd., Maidstone, Eng-
and) and photo-bleached overnight using a UV–B lamp (G15TE,
80–315 nm, Philips, The Netherlands). A human leptin ELISA kit
cat. no. EZHL-80SK) was purchased commercially from Millipore
o. (Charles, MO, USA).

.2. Preparation of human serum samples

Blood samples were obtained from five healthy humans with a
ody mass index (BMI) range of 19.1–30.5 kg/m2. The serum sam-
les were isolated from the blood by centrifuging at 2000 rpm for
5 min at 2 ◦C and stored at −20 ◦C prior to the experiment. The con-
entrations of human leptin in the serum samples were quantified
sing the conventional sandwich ELISA and the nanoarray protein
hip.

.3. Nano-patterning on the MPTMS-coated cover glass

The following, two-step silanization procedures were per-
ormed for the fabrication of the nano-pattern [27]. Briefly, a
orning glass cover slip (No. 1, 22 mm2) was silanized by evap-
rating 2 �L of neat liquid MPTMS onto it at 120 ◦C for 30 min
nd then gently washing with deionized water. After drying in
itrogen, the resulting, MPTMS-coated substrate was arrayed with
aleimide–PEO2–biotin (1 mg/mL) at room temperature by DPN.

he DPN nano-pattern was produced using an evaporation method
28]. Briefly, 2 �L of MPTMS was evaporated onto the substrate
sing a clean AFM tip (silicon nitride cantilever, force constant
k) of 42 N/m) with a radius of curvature of ≤10 nm at 120 ◦C

or 30 min and then further coated with DPN ink for 10 min in

aleimide–PEO2–biotin (1 mg/mL) containing 0.05% Tween-20 in
× PBS, and blow-dried with nitrogen. The DPN experiments were
erformed using a Bio-AFM (atomic force microscope, NanoScope

IIa controller) from Digital Instruments. The relative humidity was
(2009) 608–612 609

adjusted to 60% by purging with nitrogen gas that had been bub-
bled through water in a large glove box. All DPN experiments were
performed in tapping mode at room temperature.

2.4. Nanoarray protein chip assay of human leptin

The MPTMS-coated cover glasses were nano-patterned with
biotin molecules using the DPN technique. mPEG–maleimide (5K)
(1 mg/mL in 1× PBS), which is resistant to nonspecific adsorption,
was incubated on the biotin nano-pattern chip for 10 min, because
the maleimide groups of mPEG–maleimide (5K) react efficiently
and specifically with free sulfhydryl groups at pH 6.5–7.5 to form
stable thioether bonds. Streptavidin (33.4 nM) was incubated with
the biotin nano-pattern chip for 10 min. The streptavidin-bound
biotin chip was allowed to react for 1 h with 50 �L of 2 �g/mL BPG to
facilitate the binding of the antibody Fc regions, after which it was
reacted for 1 h with 50 �L of rabbit polyclonal antibody to human
leptin (150 kDa; 13.3 nM). The chip was incubated again for 1 h with
various concentrations of standard leptin antigens (100 zM–7.8 pM)
or human serum samples and then for 1 h with 50 �L of human
leptin detection antibody (i.e., the biotinylated mouse anti-human
leptin antibody in the ELISA kit). Finally, streptavidin-Alexa Fluor®

488 was reacted leptin antigens for 10 min to obtain the TIRFM
images. The chip was washed by dipping it in 100 mL of 1× PBS-T
for 2 min at each step, and washed for 2 min with PBS before image
acquisition. All reactions were carried out under agitation at 25 ◦C.

2.5. Laboratory-built TIRFM system

The basic experimental set-up of the lab-built, prism-type,
TIRFM system (Fig. 1) used to quantitatively analyze the human
leptin on the nanoarray protein chip was similar to that described
in previous reports [29,30]. Briefly, an argon ion laser (model 532-
LAP-431-220; Melles Griot, Irvin, CA; output 40 mW at 488 nm)
was used as the excitation source. TIRFM was performed using
an upright Olympus BX51 microscope (Olympus Optical Co. Ltd.,
Shinjuku-ku, Tokyo) with an Olympus 100x UPLFL objective lens
(oil type, 1.3 N.A., W.D. 0.1 mm). The objective lens was matched to
the nanoarray chip with an immersion oil (ImmersolTM 518F, Zeiss,
n = 1.518). A CCD camera (QuantEM 512SC, Photometrics, Tucson,
Fig. 1. Schematic diagram of the TIRFM system used for the quantitative analysis of
human leptin. The dotted box indicates the filter cube with NF and BF. The following
acronyms are used: L, laser; MS, mechanical shutter; PH, pinhole; M, mirror; DP,
dove prism; NPC, nanoarray protein chip; OL, objective lens; NF, notch filter; BF,
band-pass filter.
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rotein chip was placed on an all-side polished dove prism. The
aser beam was then directed through the prism toward the pro-
ein chip/media interface at an incidence angle (�i) slightly greater
han 72◦. In order to reduce the photobleaching, a Uniblitz mechan-
cal shutter (Model LS3Z2, Vincent Associates, Rochester, NY) was
sed to block the laser beam when the camera was switched off. All

mages were acquired and analyzed with MetaMorph 7.0 software
Universal Imaging Co., Downing Town, PA).

.6. ELISA of human leptin

The sandwich ELISA was conducted according to the proto-
ol of the human leptin ELISA kit [31]. Human leptin standards
1.95–780 pM) and 25 �L/well human serum samples were added
o 75 �L/well of assay buffer (0.05 M PBS, pH 7.4, containing 0.025 M
DTA, 0.08% sodium azide, 1% BSA and 0.05% Triton X-100). After
he completion of all reactions, stop solution was added, and the
bsorbance at 430 nm was measured with a SpectraCountTM ELISA
eader (Packard Instrument Co., Downers Grove, IL, USA).

.7. AFM measurement

The height of the surface topology of the first anti-
ody/BPG/streptavidin/biotin layer on the chip was obtained using
n AFM (NanoScope microscope, Digital Instruments) equipped
ith a type-J scanner (scan size, 100 �m) and operating in tapping
ode for air imaging. The resonance frequency of the silicon tips

Olympus Co. Ltd., Japan) was 300 kHz. These 150–160 �m short
antilevers had a nominal force constant (k) of 42 N/m and a tip
ith a radius curvature of ≤ 10 nm. The AFM images were obtained

y means of NanoScope software.

. Results and discussion

.1. Functionalized MPTMS-coated glass surface for nanoarray
eptin chip

The direct deposition of the functional protein in the nan-
domains demonstrated the viability of the nanoarray leptin
rotein chip (Fig. 2A). To construct oriented streptavidin layers,
he MPTMS-coated glass surface consisting of thiol-terminated
ilane was patterned (4 × 4 dot) with biotin as the maleimide
roup of maleimide–PEO2–biotin by DPN. The diameter of the
pots of maleimide–PEO2–biotin, which have a theoretical height
f 2.91 nm, was measured to be 150 nm by AFM (upper figure of
ig. 2B). Streptavidin (height of 5 nm) [32] was uniformly oriented
hrough the reaction for 10 min at 25 ◦C. To immobilize the poly-
lonal leptin antibody, the other side of the oriented streptavidin
hip was reacted with BPG. The epitope binding site of the antibody
as immobilized on the protein G, because protein G facilitates the
inding of the antibody Fc regions. To test whether the leptin anti-
ody proteins deposited in the nanoarrays retain their biological
ctivity and the accessibility of the antigen–antibody binding sites,
e measured the height of the first antibody/BPG with streptavidin

n the biotin-patterned chip after reacting the first antibody for 1 h
bottom at Fig. 2B). The height of protein G is theoretically 1.35 nm
33] and the first antibody is a Y-shaped molecule with approximate
imensions of 8.5 nm in height, 14.5 nm in width and 4 nm in thick-
ess [34]. The measured height of the first antibody/BPG interacting

ith streptavidin on the biotin-patterned chip was approximately

9.9 ± 1.5 nm (n = 3), which differed from the theoretical height of
7.8 nm by about 2.1 nm. This result indicated that the use of the
PTMS-coated, glass nanoarray, protein chips functionalized with

treptavidin and protein G decreased the steric effect and nonspe-
ific binding, as well as the binding of the first antibody.
(2009) 608–612

3.2. Single-molecule sandwich fluorescence immunoassay on
nanoarray leptin chip

In the nanoarray leptin protein chip based on the single-
molecule sandwich fluorescence immunoassay, the fluorescence
intensity of the array spot was proportional to the antigen con-
centration (Fig. 3). With increasing standard leptin concentration,
the spot size and number of relative fluorescence units (RFUs)
increased. However, when the leptin concentration exceeded
400 aM, the number of RFUs no longer increased due to its depen-
dence on the number of leptin molecules at the first antibody
concentration (13.3 nM) on the nanoarray chip. After the reaction
of BPG with the first antibody on the nanoarray protein chip for 1 h,
the chip was incubated again for 1 h with various human serum
samples and standard leptin antigens. At concentrations of leptin
above 800 zM, the optimum incubation time between the antigen
and antibody was 1 h. However, at a leptin concentration of 100 zM,
the incubation time required to attain a sufficient binding prob-
ability of individual leptin molecules to the antibody molecules
was extended to 4 h, because the theoretical molecular number
of leptin is only 3 at the ultra-low concentration of 100 zM. This
result demonstrated the potential application of single-molecule,
sandwich-type, antibody nanoarrays for the detection of individual
protein molecule markers at the single-molecule level.

3.3. Quantification of human leptin protein using the nanoarray
chip

The leptin standards in the human leptin ELISA kit of Linco
Research (cat. no. EZHL-80SK) were used as human leptin stan-
dards. The leptin was serially diluted with 1× PBS buffer solution to
determine the linear range and define the LOD. A representative cal-
ibration curve based on the plot of the spot fluorescence intensity
against the human leptin standard in the range of concentrations
of 100 zM–7.8 pM using the nanoarray protein chip and TIRFM is
shown in Fig. 4A. The linear range was 100 zM–400 aM (correla-
tion coefficient, R = 0.9901) in the assay of the nanoarray protein
chip (Fig. 4B). The spot intensity values were calculated after back-
ground subtractions. The LOD of the leptin protein was 100 zM in
the nanoarray leptin protein chip assay.

3.4. Comparison of ELISA and nanoarray protein chip

We used the linear ranges to compare the nanoarray leptin pro-
tein chip with a commercially available ELISA kit having a linear
range of 1.95 pM–0.78 nM (R = 0.9968). The LOD of the ELISA was
1.95 pM. The features of the two methods for the quantitative anal-
ysis of human serum leptin (ELISA and nanoarray leptin protein chip
assay) are shown in Table 1. The lowest LOD was obtained using the
assay of the nanoarray protein chip based on the single-molecule
sandwich fluorescence immunoassay at a leptin concentration of
100 zM, which was about 1.95 × 105-fold lower than the LOD of
1.95 pM achieved using the conventional ELISA assay technique.
The minimum sample volume required by ELISA was 100 �L, com-
pared to 20 �L for the nanoarray protein chip, although a 50 �L
sample was used at the zeptomolar concentration level due to the
scarcity of leptin molecules (i.e., 3 and 24 molecules at 100 and
800 zM, respectively, in Fig. 3). The nanoarray leptin protein chip
method exhibited the advantages of a shorter reaction time, smaller
required sample volume and excellent sensitivity (Table 1).
3.5. Clinical applications of nanoarray leptin protein chip

We used ELISA and the nanoarray leptin protein chip to make
single measurements on five different serum samples obtained
from five healthy females. For the quantitative analysis of leptin, the
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Fig. 2. (A) Schematic diagram of the antibody–antigen reactions on the nanoarray protein chip based on the single-molecule sandwich immunoassay, and (B) AFM tapping
mode images of a 4 × 4 nanoarray (150 nm) of dots patterned by DPN (upper figure) and height profile of first antibody/BPG with streptavidin on biotin-patterned chip
(lower figure). The red and green arrows indicate the reacted spot on the chip surface. The following acronyms are used: MPB, maleimide–PEO2–biotin; SA, streptavidin; BPG,
biotinylated protein G; 1st PAb, first polyclonal antibody; Ag, antigen; 2nd BAb, second biotinylated antibody; SAF, streptavidin-Alexa 488.

Fig. 3. Spot fluorescence intensity produced by serial diluted, human standard leptins in the linear range of the calibration standard curve. Serial diluted, human standard
leptins were exposed to 13.3 nM first polyclonal antibodies. The determined spot fluorescence intensities were corrected by background subtraction (n = 5). RFU = relative
fluorescence unit.

Fig. 4. Calibration curve of (A) dynamic range and (B) linear range on the nanoarray protein chip for human standard leptin using TIRFM. Serial diluted, human standard
leptins were exposed to 13.3 nM first polyclonal antibodies. The other conditions used were the same as those shown in Fig. 3. RFU = relative fluorescence unit.
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Table 1
Comparison of the two methods for the quantitative analysis of human serum leptin.

Reaction time Sample vol. LODa Linear rangeb Rc

ELISA 3.5 h 100 �L 1.95 pM 1.95–780 pMd 0.9968
Nanoarray chip 2.5 h 50 �L 100 zM 100 zM–400 aM 0.9901

a LOD: limit of detection.
b The linear range of the method is the human leptin concentration range over which the response is proportional to concentration.
c R: correlation coefficient.
d The linear range of ELISA was decided on the ELISA kit [31].

Table 2
Paired t-test for comparing individual differences of human serum leptin by the methods of ELISA and nanoarray leptin protein chip.

Serum samples Age BMIa (kg/m2) ELISA (pM) Nanoarray chip (pM) Difference

1 39 19.1 16.4 17.3 −0.9
2 46 23.9 77.0 82.1 −5.1
3 43 22.7 127.3 122.5 4.8
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36 21.6
34 26.6

ean = 3.1; std. dev. = 7.8; tcalculated = 0.8.
a BMI (kg/m2) = the body mass index.

inear range of human leptin was used with the leptin standards in
he human leptin ELISA kit, which has a response proportional to
he concentration. The leptin level in the human serum was quanti-
ed by two methods (ELSIA vs. nanoarray leptin protein chip assay),
nd the significance of any difference (di) between the methods was
etermined using the paired Student’s t-test. The “Difference” col-
mn in Table 2 presents the difference (di) between the two results
or each serum sample. The calculated mean ( –d) and standard devi-
tion (Sd) of the 5 differences were 3.1 and 7.8, respectively. The
alue of tcalculated was calculated to be 0.8 according to the following
ormula:

calculated =
( | –d|
Sd

)
(n)1/2 = 0.8

here | –d| is the absolute value of the mean difference.
The difference between the two assay methods was not signif-

cantly different at the 95% confidence level. These results showed
hat the signal response on the nanoarray chip was proportional to
he concentration, which may produce correct values in the ultra-
ow concentration range. These study results support the feasibility
f using the nanoarray leptin protein chip for the detection and
uantification of leptin proteins in human serum at ultra-low con-
entration levels (i.e., aM–zM).

. Conclusions

We successfully developed a single-molecule sandwich-type
anoarray chip for the analysis and quantification of leptin, which

s a protein hormone associated with obesity. Leptin protein
olecules at concentrations of the order of 100 zM (×10−21 M) in

uman serum were detected on the nanoarray protein chip with-
ut any nonspecific binding of protein molecules. We compared the
OD and quantification of our nanoarray protein chip with that of
commercial ELISA kit. The nanoarray leptin protein chip exhib-

ted an ultra-low LOD of 100 zM, which was 1.95 × 107-fold lower
han that of the ELISA used. The high accuracy and sensitivity of the
anoarray leptin protein chip could facilitate its use in the quantifi-
ation of other marker proteins of cytokines in serum samples.
cknowledgments

The authors thank KBSI for supporting the AFM experiments.
his work was supported by a grant from the Korea Science & Engi-
eering Foundation (R01-2007-000-20238-0).

[
[
[
[

[

[

212.9 211.7 1.2
417.0 401.5 15.5

References

[1] R.V. Considine, M.K. Sinha, M.L. Heiman, A. Kriauciunas, T.W. Stephens, M.R.
Nyce, J.P. Ohannessian, C.C. Marco, L.J. Mckee, T.L. Bauer, J.F. Caro, N. Engl. J.
Med. 334 (1996) 292.

[2] M. Rosicka, M. Krsek, M. Matoulek, Z. Jarkovska, J. Marek, V. Justova, Z. Lacinova,
Physiol. Res. 52 (2003) 61.

[3] M. Orel, R. Lichnovska, S. Gwozdziewiczova, N. Zlamalova, I. Klementa, A.
Merkunova, J. Hrebicek, Physiol. Res. 53 (2004) 501.

[4] M. Wauters, R.V. Considine, L.F.V. Gaal, Eur. J. Endocrinol. 143 (2000) 293.
[5] E. Carro, R. Senaris, R.V. Considine, F.F. Casanueva, C. Dieguez, Endocrinology

138 (1997) 2203.
[6] M. Shimabukuro, K. Koyama, G. Chen, M.T. Wang, F. Trieu, Y. Lee, C.B. Newgard,

R.H. Unger, Proc. Natl. Acad. Sci. U.S.A. 94 (1997) 4637.
[7] R.V. Garcia-Mayor, M.A. Andrade, M. Rios, M. Lage, C. Dieguez, F.F. Casanueva, J.

Clin. Endocrinol. Metab. 82 (1997 2849).
[8] M.P. Richards, C.M. Ashwell, J.P. McMurtry, Electrophoresis 21 (2000) 792.
[9] M.P. Richards, C.M. Ashwell, J.P. McMurtry, J. Chromatogr. A 853 (1999) 321.

[10] A.N. Blackburn, R.R. Holloway, Proceedings of the 60th Southwest Regional
Meeting of the American Chemical Society, September 29–October 4, Fort
Worth, TX, United States, 2004 (abstracts).

[11] J. Kratzsch, A. Berthold, A. Lammert, W. Reuter, E. Keller, W. Kiess, Horm. Res.
57 (2002) 127.

12] www.lincoresearch.com.
[13] A. Theriault, T. Agdinaoay, N.B. Ladao, H. Chang, A. Grandinetti, Clin. Lab. Sci. 14

(2001) 6.
[14] Y. Shi, G.T. Yan, J. Lin, Regul. Pept. 133 (2006) 27.
[15] D. Modan-Moses, H. Kanety, O. Dagan, C. Pariente, R. Ben-Abraham, L. Freedman,

T. Prince, I. Shimon, Z. Barzilay, G. Paret, J. Cardiothorac. Vasc. Anesth. 15 (2001)
740.

[16] T. Laml, B.W. Hartmann, O. Preyer, E. Ruecklinger, G. Soeregi, P. Wagenbichler,
Gynecol. Endocrinol. 14 (2000) 442.

[17] U. Leonhardt, U. Ritzel, G. Schafer, W. Becker, G. Ramadori, J. Endocrinol. 157
(1998) 75.

[18] M.C. Henson, V.D. Castracane, J.S. O’Neil, T. Gimpel, K.F. Swan, A.E. Green, W.
Shi, J. Clin. Endocrinol. Metab. 84 (1999) 2543.

[19] M.G. Li, G.L. Ding, X.J. Chen, X.P. Lu, L.J. Dong, M.Y. Dong, X.F. Yang, X.E. Lu, H.F.
Huang, J. Clin. Endocrinol. Metab. 92 (2007) 4771.

20] C.R. Cederroth, M. Vinciguerra, A. Gjinovci, F. Kühne, M. Klein, M. Cederroth, D.
Caille, M. Suter, D. Neumann, R.W. James, D.R. Doerge, T. Wallimann, P. Meda,
M. Foti, F. Rohner-Jeanrenaud, J.D. Vassalli, S. Nef, Diabetes 57 (2008) 1176.

21] J.E. Brown, S.J. Dunmore, Diabetes Metab. Res. Rev. 23 (2007) 497.
22] W. Du, Z. Xu, X. Ma, L. Song, E.M. Schneider, J. Biotechnol. 106 (2003) 87–100.
23] J. Henry, A. Anand, M. Chowdhury, G. Coteı̌, R. Moreira, T. Good, Anal. Biochem.

334 (2004) 1.
24] S. Wang, C. Zhang, J. Wang, Y. Zhang, Anal. Chim. Acta 546 (2005) 161.
25] Y. Shen, N. Tolić, C. Masselon, L. Pasa-Tolić, D.G. 2nd Camp, M.S. Lipton, G.A.

Anderson, R.D. Smith, Anal. Bioanal. Chem. 378 (2004 1037).
26] S.-Y. Hou, H.-K. Chen, H.-C. Cheng, C.-Y. Huang, Anal. Chem. 79 (2007) 980.
27] H. Jung, R. Kulkarni, C.P. Collier, J. Am. Chem. Soc. 125 (2003) 12096.
28] H. Jung, C.K. Dalal, S. Kuntz, R. Shah, C.P. Collier, Nano Lett. 4 (2004) 2171.
29] S. Lee, J.S. Choi, S.H. Kang, J. Nanosci. Nanotechnol. 7 (2007) 3689.
30] S.H. Kang, Y.-J. Kim, E.S. Yeung, Anal. Bioanal. Chem. 387 (2007) 2663.
31] http://www.abcam.com.

32] A.S. Anderson, A.M. Dattelbaum, G.A. Montano, D.N. Price, J.G. Schmidt, J.S.

Martinez, W.K. Grace, K.M. Grace, B.I. Swanson, Langmuir 24 (2008) 2240.
33] J.M. Lee, H.K. Park, Y. Jung, J.K. Kim, S.O. Jung, B.H. Chung, Anal. Chem. 79 (2007)

2680.
34] M.E. Browning-Kelley, K. Wadu-Mesthrige, V. Hari, G.Y. Liu, Langmuir 13 (1997)

343.



L
w

X
a

T
b

a

A
R
R
2
A
A

K
P
L
C
L
P
M

1

t
A
m
e
a
E
a
c
b
p
b
d
a
a

A
a
C

(

0
d

Talanta 78 (2009) 498–505

Contents lists available at ScienceDirect

Talanta

journa l homepage: www.e lsev ier .com/ locate / ta lanta

ead(II) ion-selective electrode based on polyaminoanthraquinone particles
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a b s t r a c t

A new polyvinylchloride membrane electrode was facilely prepared by using polyaminoanthraquinone
(PAAQ) microparticles with an intrinsically electrical conductivity as a lead(II) ionophore. It is found
that the electrode performance will significantly be improved with adding 1 wt% PAAQ micropar-
ticles and decreasing the membrane thickness. A 90 �m-thick membrane electrode consisting of
PAAQ(salt):polyvinyl chloride:dioctylphthalate:sodium tetraphenylborate of 1:33:66:1 (wt) but without
any traditional lead(II) ionophore achieved the optimal performance and exhibited a good Nernstian
response for Pb(II) ions over a wide concentration range from 2.5 × 10−6 to 0.1 M with a slope of
eywords:
olyaminoanthraquinone
eadII) ion-selective electrode
onducting polymer
ead(II) ionophore
erformance optimization

28.9 mV/decade and a detection limit down to 776 nM. A reasonably short response time of 12 s was
revealed together with a long lifetime over a period of around 4 months in a wide pH range between 2.8
and 5.2. A fixed interference method indicated that the electrode has an excellent selectivity for lead(II)
ion over alkali, alkaline earth and other heavy metal ions. The proposed electrode has been also found to
be a powerful indicator electrode for potentiometric titration of Pb(II) ions with EDTA. The electrode can

nitor
embrane electrode be used to accurately mo

. Introduction

Lead(II)–ISE is of great significance because the lead is ubiqui-
ous in the environment and extremely hazardous to human health.
large number of lead(II)–ISEs reported are mainly based on poly-
eric membrane containing ionophores [1–6]. The key part of these

lectrodes is a highly sensing ionophore having strong affinity for
particular metal ion but giving low or even no response to others.
normous efforts have been made to design and synthesize suit-
ble materials that are highly selective to lead(II) ions. Macrocyclic
rown ethers [2–4], calixarenes [5–7], and Schiff base [8,9], have
een widely investigated for this purpose. Other ligands such as
orphyrin [10,11], pyridinecarboximide [12], piroxicam [13], tetra-

enzyl pyrophosphate [14], capric acid [15], phenyl disulfide [16],
ithiodibenzoic acid [17], and quinaldic acid derivatives [18] are
lso served for the fabrication of the lead(II)–ISEs. In spite of avail-
bility of various lead(II)–ISEs, the narrow working concentration

∗ Corresponding authors at: Institute of Materials Chemistry, Key Laboratory of
dvanced Civil Engineering Materials of the Ministry of Education, College of Materi-
ls Science and Engineering, Tongji University, 1239 Si-Ping Road, Shanghai 200092,
hina. Fax: +86 21 65980524.

E-mail addresses: adamxgli@yahoo.com (X.-G. Li), meironghuang@ymail.com
M.-R. Huang).

039-9140/$ – see front matter © 2009 Published by Elsevier B.V.
oi:10.1016/j.talanta.2008.11.045
the Pb(II) pollution in environmental waters.
© 2009 Published by Elsevier B.V.

range, high detection limit, slow response rate and especially poor
selectivity over interfering ions have restricted their widespread
application. In particular, the ionophores studied are almost all the
lipophilic compounds that easily leak out from matrix. Only one
report on the polymer as ionophores with good anti-leaking abil-
ity and then long lifetime was found [19]. However, the response
time is long because of its intrinsically high membrane resistance.
Therefore, it is of great challenge and significance to further search a
new ionophore that possesses an intrinsically low membrane resis-
tance and therefore high sensitivity and selectivity to lead(II) ions
so as to develop lead(II)–ISEs with excellent detection performance
including quick responsibility and long duration.

In recent years, it is found that the conducting polymers espe-
cially some polymers from aromatic diamines have a unique ability
to form stable complexes with some heavy metal ions such as Pb(II),
Hg(II) and Ag(I) ions [20–26]. Polyphenylenediamine synthesized
in our laboratory was found to possess a strong capability to adsorb
lead ions through complexation between Pb2+ ions and –NH–/ = N–
groups in the macromolecular chains [23]. Concerning these prop-
erties, attempts have been made to employ these polymers to

extract and sense heavy metal ions. Carbon paste electrode mod-
ified with poly(1,8-diaminonaphthalene) was successfully used
to determine lead(II) ions in a concentration range from 0.2 to
10 �M [21]. The detection process was complicated due to an indis-
pensable combination of ion pre-enrichment and anodic-stripping
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trodes based on PAAQ salt and base particles have been constructed
separately to study the effect of doping state on the response per-
formance to Pb2+ ions. It is apparently observed from Fig. 1 that the
PAAQ salt particles-based electrode performs better response prop-
erties in all aspects, especially broader working concentration range
X.-G. Li et al. / Tala

oltammogram, accompanying with a quite narrow work con-
entration range. Nevertheless, these results have indicated the
ossibility of some aromatic conducting polymers with strong
ffinity to lead(II) ions to act as ionophores in lead(II)–ISEs. Unfor-
unately, no relevant reports have been found up to now.

A novel multifunctional polyaminoanthraquinone (PAAQ) was
uccessfully synthesized through a chemically oxidative polymer-
zation [26]. PAAQ exhibits a strong adsorbability to lead ions owing
o its strong complexibility with lead ion through N and O coordina-
ion centers in the polymer chains. It seems that the PAAQ could be a
otential ionophore for construction of a new membrane sensor for

ead ions. The ingredient and thickness of the membrane were opti-
ized to provide unique Pb2+–ISE that could result in reproducible,

oiseless and stable potentials. The excellent performance of the
lectrode containing PAAQ as the sensing ionophore to lead(II) ions
n the determination of lead(II) ions has been elaborated for the first
ime.

. Experimental

.1. Reagents

1-Aminoanthraquinone (AAQ), ammonium persulfate
(NH4)2S2O8), HClO4 (70%), acetonitrile, high molecular weight
olyvinyl chloride (PVC), dioctylphthalate (DOP), sodium
etraphenyl borate (NaTPB), tetrahydrofuran (THF) and lead
itrate of analytical reagent grade were commercially obtained
nd used as received. 0.1 M Pb(NO3)2 stock solution was prepared
y dissolving lead nitrate in distilled deionized water and stan-
ardized whenever necessary. The working solutions of different
oncentrations were confected by gradually diluting the stock
olutions.

.2. Synthesis of fine PAAQ microparticles as ionophore

PAAQ particles used as ionophore were simply prepared by a
hemically oxidative polymerization of the AAQ monomer [26]. A
ypical procedure for the preparation of PAAQ particles is as fol-
ows: AAQ monomer (446 mg, 2 mmol) and HClO4 (11.8 M, 0.17 mL)

ere added into acetonitrile (40 mL) in a 100 mL glass flask in a
ater bath at 20 ◦C and the mixture was then stirred vigorously for
0 min. (NH4)2S2O8 (456 mg, 2 mmol) was dissolved separately in
eionized water of 0.75 mL to prepare an oxidant solution. The oxi-
ant solution was then added dropwise into the monomer solution
t a rate of one drop (around 60 �L) every 3 s. The reaction mixture
as stirred continuously for 24 h at 20 ◦C. After reaction, the result-

ng polymer particles as precipitates were isolated from the reaction
ixture by filtration and washed with ethanol to remove the resid-

al oxidant, remaining monomers and soluble oligomers. The PAAQ
articles were left to dry in ambient air at 50 ◦C for 3 days. The
luish black PAAQ particles obtained have nominal macromolecu-

ar structural formula in Scheme 1 and bulk electrical conductivity
f 5.0 × 10−5 S/cm at 15 ◦C.

.3. Electrode fabrication

To prepare a selective membrane, an appropriate amount of
AAQ particles were dispersed in 5 mL THF by an intermittently
ltrasonic treatment. Proper amounts of PVC, DOP and NaTPB were
radually added into the PAAQ dispersion and subsequently stirred
or 10 min to ensure a uniform mix. The mixture obtained thus

as poured on a smooth plate glass and then allowed to evaporate

or 24 h at room temperature. The translucent elastic membranes
ith different compositions and thicknesses were obtained after

he evaporation of THF. The thickness of the membrane was mea-
ured by a roller type thickness gauge with the minimum scale of
(2009) 498–505 499

10 �m. A circular membrane of 16 mm diameter was carefully cut
out and glued to one end of plastic tube that would be filled with
0.10 M Pb(NO3)2 solution as internal reference solution. The pre-
pared electrodes were conditioned in a 0.01 M Pb(NO3)2 solution
for 12 h and finally washed by distilled deionized water until stable
potentials were reached before using.

2.4. Potential measurement

All potentiometric measurements were performed by a PHS-
3C digital pH meter (Shanghai Kangyi Instruments Factory, China).
A double-junction saturated calomel electrode (SCE) was used as
the external reference electrode with the outer junction containing
0.10 M KCl and inner reference containing saturated KCl. The rep-
resentative electrochemical cell for the electromotive force (EMF)
measurement is as follows:

Ag/AgCl|Internal solution (0.10 MPb(NO3)2)|Selective membrane

|Sample solution|Salt bridge(0.10 MKCl)|SCE

The performance of the electrodes was examined by measuring
the EMFs of the Pb2+ solutions in a concentration range of 10−8

to 10−1 M. The pH values were adjusted by HNO3 and NaOH when
considering the applicable pH range of the electrode. The response
time of the electrode was determined based on the potentials at dif-
ferent times for various concentrations of Pb(NO3)2 solution until
the EMFs value kept constant in 5 min.

3. Results and discussion

3.1. Doping state of PAAQ microparticles

For the PAAQ ionophore of Pb2+ in this study, it is certain that the
N and O atoms could be soft coordination centers to complex Pb2+

ions. Besides, the as-prepared PAAQ salt particles contain a certain
amount of doped anions just like ClO4

− and SO4
2−, which come

from the HClO4 and reducing products of (NH4)2S2O8 used for the
polymerization. Both of them could be removed from the polymer
chains through dedoping process in ammonia, accompanying with
the significant decline of conductivity. The reversible conversion
between salt and base states of the PAAQ chains is a unique nature of
aromatic conducting polymers [20–23]. Concerning this, the elec-
Scheme 1. The macromolecular structural formula of PAAQ polymer together with
the exchange mechanism involved in producing potential signal.
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a deterioration of performance ultimately. To study the effect of
ionophore content, three electrodes loading different amounts of
PAAQ ionophore were prepared and their potential responses are
shown in Fig. 3 and Table 1. Interestingly, PAAQ:PVC:DOP:NaTPB
ig. 1. Potentiometric responses of Pb2+ selective electrodes based on PAAQ
icroparticles at two doping states of salt and base at PAAQ:PVC:DOP:NaTPB of

:33:66:1 and membrane thickness of 160 �m.

rom 4.0 × 10−6 to 0.1 M, higher slope (28.1 mV/decade), lower
etection limit (1.86 × 10−6 M), and shorter response time (14 s)
han the PAAQ base particles-based electrode (working concentra-
ion range: 1.0 × 10−5 to 0.1 M; slope: 27.3 mV/decade; detection
imit: 6.67 × 10−5 M; response time: 17 s). It should be noted that
he possibility of forming PbSO4 precipitate during detection pro-
ess has been ruled out because possibly maximal SO4

2− and Pb2+

oncentrations are 10−11 M and 0.1 M, respectively, and the product
f SO4

2− and Pb2+ concentrations would be 10−12 that is much lower
han the solubility product constant of PbSO4 (1.6 × 10−8). The
esidual SO4

2− and ClO4
− ions existing along the PAAQ salt chains

s the counter-anions are loose associated with protonated NH+–
ites on the macromolecular chains, forming a negatively charged
ayer around PAAQ chains. The static attraction of the negatively
harged layer to Pb2+ ions, as well as complexation between N/O
ites and Pb2+, could hold the Pb2+ ions within the membrane and
herefore suppress the zero-current flux of the primary ions from

embrane into sample solution of low Pb2+ concentration, which
s considered as one important factor restricting the detection limit
27–29], ultimately leading to a low detection limit and broad lin-
ar range. On the other hand, the presence of SO4

2− and ClO4
− in

he PAAQ salts would prevent the extraction of anions and then the
rimary ions from the inner reference solution, i.e., the Pb2+ in the

nner reference solution would not be extracted into the membrane
hase. As we know, the absence of primary ion flux is necessary
o achieve low detection limit. Generally, the primary ions always
end to transit from bulk membrane into the sample solution at
low Pb2+ concentration, leading to a local higher concentration

han the sensing concentration. Consequently, true concentration
f sample solution could not be satisfactorily detected. Vigorous
gitation could improve the homogeneity of the local concentration
o some extent. Additionally, much higher electrical conductivity
f PAAQ(salt) (5.0 × 10−5 S/cm) than PAAQ(base) (3.7 × 10−8 S/cm)
ould remarkably enhance the sensitivity of electrode as well, con-

ributing to a nearer Nernstian slope and quicker response.
Fig. 2 shows the FTIR spectra of the ionophores of PAAQ base
nd salt before and after the exposure of PAAQ in 0.001 M Pb(NO3)2
olution for 1 h. The peaks at 3440, 1640 and 1270 cm−1 due to
he N–H, C O and C–N, respectively, become weaker after contact-
ng Pb2+ ions, indicating an interaction between N–H/C O groups
nd Pb2+ ions, i.e., complexation between the Pb2+ ions and the
Fig. 2. FTIR spectra of PAAQ ionophores (base and salt) before and after the exposure
of PAAQ in the 0.001 M Pb(NO3)2 solution for 1 h.

PAAQ. Furthermore, the PAAQ salt–Pb2+ complex illustrates weaker
N–H absorbance at 3440 cm−1 than the PAAQ base–Pb2+ complex,
suggesting stronger interaction between the PAAQ salt and Pb2+

ions. Therefore, the as-prepared PAAQ salt particles with stronger
response to Pb2+ ions are selected as lead(II) ionophore in the fol-
lowing study.

3.2. PAAQ microparticle content

It is well known that the sensitivity and selectivity of ISEs depend
significantly on the nature of ionophore and the membrane compo-
sition. Thus the loading content of ionophore should be optimized
to produce the best performance of the proposed electrode. The
complexation function of ionophore with Pb2+ cannot be visual-
ized sufficiently at low ionophore content. On the contrary, high
ionophore content is unfavorable to the transportation of ions in
membrane and may even cause pinholes in membrane, leading to
Fig. 3. Potentiometric responses of the Pb(II) ISEs based on different contents of
PAAQ in a 160 �m-thick matrix membrane.
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Table 1
Composition and performance characteristics of Pb(II) ISEs in Fig. 3.

PAAQ:PVC: DOP:NaTPB (weight ratio) Working concentration range (M) Working linear equation Slope (mV/decade) Detection limit (M) Response time (s)

1 129.6
1 126.1
1 112.6
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:25:50:1 1.0 × 10−5 to 0.1 E = −
:33:66:1 4.0 × 10−6 to 0.1 E = −
:50:100:1 1.0 × 10−5 to 0.024 E = −

f 1:33:66:1 (wt) exhibits the best performance involving the
idest working concentration range from 4.0 × 10−6 to 0.1 M with

he largest Nernstian slope of 28.1 mV/decade, the lowest detec-
ion limit of 1.86 × 10−6 M, and the shortest response time of
4 s. This great improvement of electrode performance should
riginate from the presence of PAAQ ionophore. In fact, the
AAQ:PVC:DOP:NaTPB (0:33:66:1) membrane with the thickness
f 160 �m has much lower potential stability and lower conductiv-
ty (2.13 × 10−8 S/cm) than the PAAQ:PVC:DOP:NaTPB (1:33:66:1)

embrane (1.35 × 10−7 S/cm). The PAAQ-free electrode might not
e suitable to detect potential response. It is reported that the
ddition of only a small amount of conducting polymers could
ignificantly enhance the electrical and other properties of matrix
olymers [24,25]. Excellent performance has also been realized at
high ionophore content for some PVC membrane ISEs based on
exathia-18-crown-6-tetraone ionophore:PVC of 1:6(wt) [2] and
,N′-dimethylcyanodiaza-18-crown-6 ionophore:PVC of 1:5(wt)

4]. However, the optimal weight ratio of PAAQ ionophore and
VC is 1:33 for most electrodes involving the PAAQ-based elec-
rode in this study. Much less PAAQ particles are required to
roduce the best performance of the ISEs, i.e., PAAQ might be more
fficient ionophore than hexathia-18-crown-6-tetraone and N,N′-
imethylcyanodiaza-18-crown-6.

.3. Nature of plasticizer

The plasticizer is considered to play an important role in opti-
izing the performance of ISEs through influencing the dielectric

onstant of the membrane phase [5–7]. Four plasticizers of different

olarity were used to study the effect of plasticizer on the selec-
ive response of the Pb2+–ISEs based on PAAQ. As shown in Fig. 4,
he ISE with DOP as plasticizer obviously performs a higher Nern-
tian response slope of 28.1 mV/decade over a wider range from

ig. 4. Potentiometric responses of Pb(II) ISEs based on PAAQ microparticles with
ifferent plasticizers at PAAQ:PVC:plasticizer:NaTPB of 1:33:66:1 and membrane
hickness of 160 �m.
+ 26.7 log[Pb2+] 26.7 3.29 × 10−6 16
+ 28.1 log[Pb2+] 28.1 1.86 × 10−6 14
+ 27.9 log[Pb2+] 27.9 2.92 × 10−6 17

4.0 × 10−6 to 0.1 M. The ISEs based on the other three plasticizers
only give a diminished response slope (<27 mV/decade) over nar-
row working concentration range. Therefore, DOP was proved to be
the most effective plasticizer in preparing the proposed Pb2+–ISEs
based on PAAQ.

3.4. Lipophilic anion additive content

The presence of lipophilic anion additive in cation-selective
membrane electrodes can not only reduce the ohmic resistance and
anion interference but also improve the sensitivity and selectivity
[11]. The potential responses of the Pb2+–ISEs containing lipophilic
anion additive (NaTPB) were investigated to examine the effect
of additive content. It can be seen from Fig. 5 that the potential
response of the Pb2+–ISE without NaTPB gives the weakest sensitiv-
ity with a diminished slope of 25.3 mV/decade over a narrow linear
range from 10−5 to 10−2 M. The sensitivity can be greatly improved
by the addition of NaTPB. The Pb2+–ISE with PAAQ:NaTPB of 1:1
(wt) displays the best response characteristics with a higher Nern-
stian response slope of 28.1 mV/decade over a wider linear range
of 4.0 × 10−6 to 0.1 M and a lower detection limit of 1.86 × 10−6 M.
Higher content of additive (PAAQ:NaTPB = 1:1.5) is also unfavorable
for the improvement of sensitivity. More additive may deteriorate
the mechanical property of membrane and the lifetime of elec-
trode. Therefore, the optimal lipophilic additive content is 100 wt%
relative to the ionophore.

3.5. Thickness of the membrane containing PAAQ microparticles
Three electrodes with different membrane thicknesses but
the same membrane composition of PAAQ:PVC:DOP:NaTPB = 1:33:
66:1 were fabricated to examine the effect of membrane thickness.
As shown in Fig. 6 and Table 2, a significant improvement is achieved
in the response characteristics of electrodes including linear range,

Fig. 5. Potentiometric responses of Pb(II) ISEs based on PAAQ microparticles with
different NaTPB contents at PAAQ:PVC:DOP of 1:33:66 and membrane thickness of
160 �m.
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Table 2
Performance characteristics of Pb(II) ISEs in Fig. 6.

Membrane thickness (�m) Working concentration range (M) Working linear e

220 1.0 × 10−5 to 0.1 E = −120.5 + 28.7
160 4.0 × 10−6 to 0.1 E = −126.1 + 28.1 l
90 2.5 × 10−6 to 0.1 E = −132.5 + 28.9
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ig. 6. Potentiometric responses of the Pb(II) ISEs based on different membrane
hicknesses at PAAQ:PVC:DOP:NaTPB of 1:33:66:1 (wt).

etection limit, slope and response time with decreasing the mem-
rane thickness. At the smallest membrane thickness of 0.09 mm,
he electrode exhibits an almost Nernstian slope of 28.9 mV/decade
nd a widest working concentration range from 2.5 × 10−6 to 0.1 M,
hich has been broadened nearly by four times compared with that

t the thickness of 0.22 mm. The electrode also possesses the lowest
etection limit of 7.76 × 10−7 M and the shortest response time of
2 s. It seems that the optimal PAAQ membrane exhibits compara-
le or even better performance than 10 representative lead(II)–ISEs
ith PVC matrix in Table 3.

It is reported that the membrane thickness of the PVC-based

b2+ ISEs is mostly between 0.2 and 0.5 mm [1,10,11,27,28]. The
ensing unit supported by a highly porous polymeric layer in these
lectrodes is practically liquid state comprising a lipophilic organic
onophore dissolved in oil phase such as DOP. The detection limits
f these electrodes commonly keep at the order of 10−6 or 10−7 M,

able 3
omparison of performance characteristics of the proposed electrode with the PVC memb

onophore Working concentration
range (M)

Slope (mV/decade)

,N′-Dibenzyl-1,4,10,13-tetraoxa-
7,16-diazacyclooctadecane

8.2 × 10−6 to 0.1 30.0

exathia-18-crown-6-tetraone 1.0 × 10−6 to 0.008 29.0
′-Methoxyethoxyl
sym-dibenzo-16-crown-5-ether

5.0 × 10−5 to 0.5 28.9

etrakis(p-carboxyphenyl)azo]-8-
tetrahydroxy
calix[4]arene

1.0 × 10−6 to 0.1 29.4

eso-tetrakis(2-hydroxy-1-
naphthyl)
porphyrin

3.2 × 10−5 to 0.1 29.2

hiral 2,6-bis-pyridinecarboximide 3.5 × 10−6 to 0.01 27.9
iroxicam 1.0 × 10−5 to 0.1 30.0
etrabenzyl pyrophosphate 1.0 × 10−5 to 0.01 28.7
apric acid 1.0 × 10−5 to 0.01 29.0
henyl disulfide 2.0 × 10−6 to 0.01 29.3
olid PAAQ particles 2.5 × 10−6 to 0.1 28.9
quation Slope (mV/decade) Detection limit (M) Response time (s)

log[Pb2+] 28.7 4.47 × 10−6 15
og[Pb2+] 28.1 1.86 × 10−6 14
log[Pb2+] 28.9 7.76 × 10−7 12

beyond which the potential response would deviate from the Nern-
stian equation, because a zero-current flux of the primary ions from
the membrane into sample solutions would result in ion activity
of the primary ions maintaining as high as 10−6 or 10−7 M in the
local domain near the membrane surface at the sample side. The
flux of primary ions is generated by a transmembrane concentra-
tion gradient which occurs when the concentrations of the sample
and inner solutions are not the same. The detection limit could be
improved through reducing the transmembrane concentration gra-
dient by adjusting the concentration of the inner solution to the
value of sample solution, decreasing the total ion concentration,
or increasing the thickness of the membrane [29]. However, the
result here is reverse to the above-mentioned circumstance. The
potential response characteristics of the proposed electrodes can be
enhanced by decreasing the thickness of the membrane. This may
be relevant to the existing state of the ionophore. The fine PAAQ
particle ionophore that is insoluble in DOP oil phase, disperses uni-
formly in the PVC membrane as the solid state. The transporting
rate of lead(II) ions in solid phase is much slower and more ardu-
ous than that in liquid phase. Hence the flux of lead(II) ions is not
encouraged in solid membrane. Nevertheless, the response is still
very fast due to the relatively thin membrane, as discussed below.
Considering the remarkable decrease of membrane strength, it is
not suggested to further reduce the membrane thickness. All further
detailed studies were carried out on the electrode with the com-
position of PAAQ:PVC:DOP:NaTPB (1:33:66:1) and the membrane
thickness of 0.09 mm.

Another result which disagrees with the theory that increas-
ing membrane thickness might improve the detection limit was
also reported in the investigation on the electrode based on
diphenylmethyl-N-phenylhydroxamic acid ionophore [30]. Among
three styrene/acrylonitrile copolymer membranes with different
thicknesses of 0.14, 0.21, and 0.45 mm, the 0.21 mm-thick mem-
brane demonstrates the lowest detection limit.
3.6. Effect of pH

The dependence of the potentiometric response of the proposed
ISE on the pH value of the Pb2+ solution was tested at three Pb2+

rane lead(II) ISEs reported in literature.

Detection limit (M) Response time (s) Lifetime (month) Refs.

8.2 × 10−6 10 3 [1]

8.0 × 10−7 40 2 [2]
1.0 × 10−6 30 3 [3]

8.0 × 10−7 20 1 [6]

3.5 × 10−6 10 3 [11]

2.2 × 10−6 25 0.5 [12]
4.0 × 10−6 45 3 [13]
3.0 × 10−6 10 0.7 [14]
6.0 × 10−6 15 3 [15]
1.2 × 10−6 45 1.7 [16]
7.8 × 10−7 12 4 This study
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ig. 7. The pH dependence of the PAAQ:PVC:DOP:NaTPB (1:33:66:1) membrane
lectrode with the thickness of 90 �m on the potentiometric response under three
onstant concentrations of lead ion.

oncentrations (1.0 × 10−2, 1.0 × 10−3 and 1.0 × 10−4 M) over the pH
ange between 1 and 6. It is seen from Fig. 7 that the potential
esponse remains almost constant over the pH range from 2.8 to
.2, beyond which a gradual change in potential can be observed.
s a result, this range can be taken as the working pH range of the
roposed electrode. The declined potential at higher pH values may
e ascribed to the formation of some hydroxy complexes of Pb2+

uch as Pb(OH)+ and Pb(OH)2, leading to a decreased Pb2+ concen-
ration, while at lower pH, the abundant H+ ions can protonate the

atoms of PAAQ and even cause the decomplexation of Pb2+–PAAQ
omplex. The H+ ions itself can make interference to the electrode
esponse simultaneously. Both of them could result in the rise of
he potential.

The wide working pH range of the proposed electrode is compa-
able to the reported Pb2+–ISEs based on the following ionophores:
,N′-dibenzyl-1,4,10,13-tetraoxa-7,16-diazacyclooctadecane [1],
exathia-18-crown-6-tetraone [2], phosphorylated calyx[4]arene
31], and 5,11-dibromo-25,27-dipropoxycalix[4]arene [32]. The
ower limit of the working pH range is expected to be further
mproved in case that the binding ability of Pb2+ onto PAAQ
hains is strengthened. The electrode based on 2,12-dimethyl-
,17-diphenyltetrapyrazole with strong complex capability shows
ider working pH range of 1.6–6.0, whereas the electrode based

n 5,11-dibromo-25,27-dipropoxycalix[4]arene with a relatively
eaker complex capability has narrower pH range of 2.3–6.0 [32].

.7. Response and lifetime of the electrode

The response time of the PAAQ ISE was determined by mea-
uring the time required to achieve a steady potential in Pb2+

olution with three concentrations of 1.0 × 10−2, 1.0 × 10−3 and
.0 × 10−4 M. It is found from Fig. 8 that the response time
s 12 s, approaching to the fastest response of Pb2+–ISEs based
n N,N′-dibenzyl-1,4,10,13-tetraoxa-7,16-diazacyclooctadecane[1]
nd N,N′-bis(salicylidene)-2,6-pyridinediamine [33] as ionophores.
his fast response is relevant to the fast kinetic process of complex-
tion between Pb2+ and PAAQ ionophore in the doped state. On
he other hand, the fine particles of the PAAQ salts, together with

heir higher intrinsic conductivity (5.0 × 10−5 S/cm), may promote
he formation of a uniform, thin, and highly conducting compos-
te membrane. All of these features are beneficial to the transition
f charges in membrane, resulting in the fast response of the elec-
rode. There was no difference for the potential responses for each
Fig. 8. Response time profile of the Pb(II) ISE based on PAAQ:PVC:DOP:NaTPB
(1:33:66:1) membrane with the thickness of 90 �m.

concentration recorded from high concentration to low concentra-
tion and from low concentration to high concentration, indicating
that the ISE has an excellent reversibility. The standard deviations
of ten replicate potential measurements of 1 mM and 0.1 mM sam-
ple solutions were 0.58 and 0.65 mV, respectively, indicating the
good reproducibility of the prepared ISE. It is also observed that
the electrode could be satisfactorily used over a period of 4 months
without any significant loss of the performance characteristics such
as working concentration range, slope and response time. Dislike
the ordinary ionophore, PAAQ salts existing as fine solid particles do
not leak from the matrix while contacting with aqueous solution,
ensuring a reasonably long lifetime of the proposed electrode.

3.8. Electrode selectivity

The selectivity is one of the most important characteristics for
selective electrodes, because it determines the feasibility and util-
ity of the electrodes in real sample analysis. The potentiometric
selectivity coefficient KPOT

Pb2+,B
has been served to reflect the rela-

tive response of the membrane selective electrode for the primary
ion over other interfering ions present in solution and can be used
to predict response functions in mixed samples. It can be deter-
mined mainly through three different methods including separate
solution, fixed interference and matched potential methods. The
fixed interference method is preferable since it more closely mim-
ics a practical application of the ISE. In the present study, the fixed
interference method was employed to assess the selectivity of the
fabricated Pb2+ ISE over other commonly interfering ions. The selec-
tivity coefficients were calculated through the equation:

KPOT
Pb2+,B

= aPb2+ (DL)/(aB)2/z

where ˛Pb2+ (DL) is the detection limit of Pb2+ ion, ˛B the activity
of the interfering ion, and z the charge of the interfering ion [34]. It
is noteworthy that the selectivity coefficients for all diverse cations
listed in Table 4 are in the order of 10−2 or 10−3, indicating that
the proposed electrode is highly selective over all the interfering
ions studied. The interferences of alkali metal ions (Na+ and K+) and
alkaline-earth metal ions (Ba2+ and Ca2+) are almost negligible with
the selectivity coefficients in the order of 10−3. Some heavy metal

ions and noble metal ions (Cu2+, Hg2+, Au3+ and Ag+) might cause a
weak interference, which may arise from the complex capability of
PAAQ to some transition metal ions. It is discovered that aromatic
amine polymers can complex Hg2+ and Ag+ ions as well as Pb2+

ions through the –NH2 and –NH– groups in the chains [22–25].
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Table 4
Potentiometric selectivity coefficients of the PAAQ salt particles-based Pb2+–ISE
obtained by the fixed interference method at an interfering ion concentration of
1.0 × 10−3 M.

Interfering ions Selectivity coefficient KPOT
Pb2+,B

Hg2+ 8.51 × 10−2

Ag+ 6.97 × 10−2

Cu2+ 5.82 × 10−2

Au3+ 4.68 × 10−2

NH4
+ 7.59 × 10−3

Na+ 7.18 × 10−3
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Table 5
Recovery studies of the PAAQ-based Pb2+–ISE on the detection of lead(II) in tap and
rain waters.

Water sample Added Pb2+ (�M) Detected Pb2+ (�M) Recovery (%)

Tap water 1 50 48.9 97.8
+ 4.27 × 10−3

a2+ 3.55 × 10−3

a2+ 3.09 × 10−3

evertheless, with the selectivity coefficients in the order of 10−2,
hese metal ions could not make an obvious disturbance to the
etermination of Pb2+ ions. Even so, it should be noted that much
ore severe interference from Ag+, Cu2+, Hg2+ and some other

ations was always found in other Pb2+ ISEs [9,11,14,27,31].

.9. Application of the electrode

The analytical application of the electrode was investigated
s an indicator electrode for the potentiometric estimation of
.0 × 10−3 M Pb2+ solution by titrating with two EDTA concentra-
ions of 1.0 × 10−3 M and 1.0 × 10−2 M. The titration plots presented
n Fig. 9 do not show a standard sigmoid curve, probably due to
ome interference caused by Na+ ions from disodium EDTA salt.

hen Pb2+ solution was titrated by EDTA, the Pb2+ concentration
ecreased, accompanying by an increased concentration of Na+ ions
rom EDTA with the titration proceeding. In the later period, the
mount of Na+ ions can greatly surpass the amount of Pb2+ ions,
ausing interference to the potential. Similar titration plots were
bserved when the ISEs based on N,N′-dibenzyl-1,4,10,13-tetraoxa-
,16-diazacyclooctadecane [1], 4-t-butylcalix[4]arene [35], and
-t-butylcalix[6]arene [36] were served as indicator electrodes. The

2+
toichiometry of Pb –EDTA complex can be judged from the sharp
reak point in Fig. 9. It must be appreciated that the potentiometric
itration of Pb2+ also performs well when the EDTA concentration
s in the same order of Pb2+. Under this circumstance, the error
f reading of volume of EDTA solution used could be diminished

ig. 9. Potentiometric titration plots of l.0 × 10−3 M Pb(NO3)2 solution of 10 mL
ith 1.0 × 10−2 M and 1.0 × 10−3 M EDTA, respectively by the ISE based on

AAQ:PVC:DOP:NaTPB (1:33:66:1) membrane with the thickness of 90 �m.
Tap water 2 200 205 102.5
Rain water 1 50 51.5 103.0
Rain water 2 200 195 97.5

to some extent as compared to the titration just consuming ca.
1 mL titrant of much higher EDTA concentration than the Pb2+ con-
centration [30–36]. Obviously, the prepared electrode in this study
shows the practical applicability as an indicator electrode in the
potentiometric titration to Pb2+ solutions.

Since no Pb2+ traces in tap water and rainwater samples were
detected by the prepared Pb2+–ISE based on PAAQ, the electrode
was applied to detect Pb2+ concentration in the water samples
by standard addition method. To prepare the tap water samples,
the collected tap water was first boiled for about 5 min to remove
Cl2. The pH values of the tap water and rainwater samples were
both adjusted to around 4.5 by HNO3. The five-replicate detection
and recovery results are presented in Table 5. It can be seen that
the Pb2+–ISE performs satisfactorily with the reasonable recovery,
indicating the feasibility of the electrode in the detection of Pb2+

concentration in the environmental water like tap and rainwaters.

4. Conclusions

The fine particles of aromatic PAAQ in PVC membrane well per-
form as a novel Pb2+ sensing ionophore with strong sensitivity and
high selectivity because of their intrinsic electroconductivity and
strong affinity towards Pb2+ ions. The Pb2+ ISEs based on the parti-
cles rather than traditional ionophores are high-performance ISEs
with wide working range from 2.5 × 10−6 to 1.0 × 10−1 M, low detec-
tion limit down to 7.76 × 10−7 M, and long lifetime. The response
time of shorter than 12 s has approached to the fastest response
rate of the existing electrodes. 1% PAAQ particles-containing ISE
demonstrates much better performance than the particles-free ISE.
In particular, the proposed electrode shows an excellent selectivity
for Pb2+ over alkali, alkaline earth, and heavy metal ions. And the
PAAQ ionophore is easily available since the PAAQ particles can be
facilely and productively synthesized through chemically oxidative
polymerization of aminoanthraquinone. Thus the prepared elec-
trode with a good combination of excellent performance, and long
lifetime as well as low cost has a promising application in the
determination of Pb2+ ions. The electrode can be used to accurately
monitor the Pb(II) pollution in environmental waters just like tap
and rain waters. The results in this report have indicated the great
potential of other aromatic conducting polymers with strong abil-
ity to chelate heavy metal ions to act as new ionophores in ISEs and
thus the relevant research should be highly encouraged.
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In this study, we report the effects of ferricyanide on organisms based on the changes in physiologi-
cal state and morphology of Escherichia coli (E. coli) DH 5 � after being pretreated by ferricyanide. The
impact on bacterial cell growth and viable rate of exposure to different concentrations of ferricyanide
was determined, and the morphology change of E. coli was studied by atomic force microscopy (AFM).
Finally, recovery test was used to evaluate the recovery ability of injured cells. The results showed that
the effects on growth and morphology of E. coli were negligible when the concentration of ferricyanide
was below 25.0 mM. While the results showed 50.8% inhibition of growth in the presence of 50.0 mM
oxicity
erricyanide
scherichia coli DH 5 �
iability

ferricyanide for 3 h, 89.6% viability was detected by flow cytometry (FCM) assay. AFM images proved that
compact patches appeared on the bacterial surface and protected the bacterial viability. Furthermore,
the results revealed that deterioration of bacterial surface closely related to the incubation time from
0.5 to 3 h at 100.0 mM ferricyanide. In the recovery test, microbial cell population and dissolved oxygen
individually decreased 36.7% and 28.3% with 25.0 mM ferricyanide. These results clearly demonstrated

ffect
ble.
that ferricyanide indeed a
bacteria were not reversi

. Introduction

Ferricyanide is frequently used for the mediated bioreactions
ince redox-mediated microbial processes have been known for
early 100 years [1]. Scheme 1 illustrates the principle of the
atalytic reaction by a bacterial cell. Up to now the ferricyanide-
ediated (FM) technique has gained its great significance in

he environmental monitoring and examination of microorgan-
sms [2–8], because ferricyanide can stably remain electrochemical
ctivity and greatly increase the rate of electron transfer to the
lectrode.

Although FM technique has been widely accepted in scientific
esearch [9–16], its detrimental effects on coupled microorganisms
re not neglected. It should be noted that ferricyanide ion itself
sually is considered nearly nontoxic. Its toxicity is caused by ‘free’
yanide anions that can block the electronic transfer and disrupt
he respiratory chain when it is irradiated by UV light [17,18]. Fur-
hermore, Pablo and co-workers discovered ferricyanide was more
issociated in the biological condition [18]. It means that ferri-

yanide could produce unexpected effects on biocatalytic reaction
nd disrupt electron transfer to itself, even directly result in death of
rganisms (referring to Scheme 1). However, a summary of effects
f ferricyanide published by National Toxicology Program (NTP, USA

∗ Corresponding author. Tel.: +86 431 85262101; fax: +86 431 85689711.
E-mail address: dongsj@ciac.jl.cn (S. Dong).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.019
ed viability of cells than morphology damaged, and the effects of toxin on

© 2008 Elsevier B.V. All rights reserved.

in 2005) stated that suitable concentrations of ferricyanide stimu-
lated the growth of human melanoma cells (MM96 wild type) and
also induced DNA synthesis and cell replication in serum starved
PC12 cells. Obviously, these results are very inconsistent and further
basic investigations are needed.

The use of bacteria in studying the effects of toxin or antibiotic
on the organisms is well established, and microorganism growth or
changes of respiration under given condition formed the basis for
biological viability test [19–22]. In addition, the evidence of toxic-
ity on bacteria can be obtained through atomic force microscopy
(AFM), which directly observes the morphological alterations of
cells before and after exposure to toxin [7,23]. Flow cytome-
try (FCM) combining with fluorescent probe is also used as an
alternative to rapid assessment of bacterial viability [24,25]. The
quantitative information on the presence and viability of microor-
ganisms is valuable for sensitive risk assessment regarding toxicity
or disease transmission. In these studies, Escherichia coli (E. coli)
has been widely employed in the analysis of mechanisms or toxic-
ity due to its excellent properties, such as easy culture and disposal,
sensitivity to growth condition, and well characterized respiratory
pathway, etc. [1,20].

In contrast to the wide applications of ferricyanide, there are

very few data on its effects on coupled organisms. Therefore we
tried to take an all-round estimation on the toxicity of ferricyanide
when the iron-cyanide complexes were used in microbial pro-
cesses. In this paper, the results of growth inhibition were compared
to FCM method with particular reference to variation in cell surface
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Scheme 1. Principle of the

roperties. There was direct and novel investigation of ferricyanide
oxicity on bacteria. At last, recovery potential was assessed after
. coli were separated from ferricyanide solutions, and the results
howed that the negative effects of ferricyanide on E. coli were not
eversible.

Our studies have shown some unique feature in this area. First,
esides conventional method such as inhibition of growth, the com-
ination of AFM and FCM for toxicity investigation was employed,
hich has not been reported before, and the merit and difference

rom these methods were compared and discussed in detail. Sec-
nd, AFM was used to clearly characterize the damages of bacterial
urface, which was reliable and successfully explained why E. coli
emained its viability in high concentration of ferricyanide. Third,
he recovery test was further applied to study regeneration after
retreatment with ferricyanide.

. Experimental

.1. Reagents

All chemicals used in this study were of analytical reagents and
ll solutions were prepared with deionized water, unless otherwise
tated. Peptone and yeast extract were from OXOID Ltd. Sodium
hloride and K3[Fe(CN)6] were obtained from Sinophar Chemi-
al Reagent Beijing Co., Ltd. Propidium iodide (PI) was purchased
rom Fluka. Stock solution of K3[Fe(CN)6] was freshly prepared
efore use. The Luria Bertani (LB, 10 g L−1 tryptone, 5 g L−1 yeast
xtract, and 10 g L−1 NaCl) broth was adjusted to the desired pH
ith 2 mol L−1 HCl and sterilized in high-pressure steam at 120 ◦C

or 20 min. The BOD198 standard GGA solution (150 mg L−1 glucose
nd 150 mg L−1 glutamic acid) was prepared according to APHA
tandard methods (APHA, 1997) [26].

.2. Microorganism preparation

E. coli DH 5 � was maintained on nutrient agar plates at 4 ◦C.
tock cultures were refreshed at intervals of 1 week to preserve the
est strain. Bacterial cultures were grown overnight (within 12 h)
t 37 ◦C in LB substrate on a shaking incubation (220 rpm). 400 �L
vernight cultures were used to inoculate 50 mL LB media in 250 mL
rlenmeyer flask. E. coli grew to its mid-log phase after 4–5 h. Each
resh culture (50 mL, two multiple concentration) was inoculated
ith 2.5 mL E. coli. Then different volumes of ferricyanide solution
ere added into the cultures with final concentrations of 100.0,
0.0, 25.0, 12.5 and 6.25 mM. The final volume of cell suspensions
ere 100 mL by adding deionized water. The cell suspensions with

erricyanide shaken at 220 rpm were incubated for 1–6 h at 37 ◦C
nder aerobic condition. The control samples were prepared as the
ame way but without ferricyanide.

.3. Determination of bacterial optical density
Each 0.5 mL sample of 1 h interval from each culture was
entrifuged at 10,000 rpm for 10 min and washed three times
ith 1.0 mL sterile deionized water (SDW). The supernatant was

emoved, and E. coli was resuspended in SDW. The optical den-
bolism of microorganisms.

sity at 600 nm was recorded to monitor the cell growth. Growth
curves were generated using a Cary 500 Scan UV–vis-NIR Spec-
trophotometer.

2.4. Determination of viability by FCM

Cell suspensions with and without ferricyanide were withdrawn
from cultures, and washed three times. Thereafter, E. coli was
incubated with 50 �g L−1 PI at 37 ◦C for 20 min. Samples were ana-
lyzed on a FACScan flow cytometer (BD Biosciences, San Jose, CA)
equipped with a 15 mW air-cooled 488 nm argon ion laser for exci-
tation of PI. At least 10,000 cells were analyzed for each sample.

2.5. Morphology studies

E. coli was incubated in 0, 25, 50 and 100 mM ferricyanide for 3 h,
or in 100 mM ferricyanide for durations of 0.5, 1 and 2 h at 37 ◦C.
Then each sample was drawn out and washed with SDW for three
times. The samples were placed on freshly treated cover slides and
allowed to dry for ∼30 min. All images were obtained from a tap-
ping mode atomic force microscope (AFM, SPI3800N-Spa 400, Seiko
Instrument). A rectangular Si cantilever/tip with a spring constant
of 17 N/m and a resonance frequency of ∼150 kHz were used. The
scan speed was set at 0.7 Hz and final resolution was 256 by 256
pixels. Each scan resulted in a topography image and a phase image
simultaneously. The height scale of cell was depicted as shades of
gray, with bright area being nearer to the tip in topography images.
The elasticity scale of cell was given as shades of gray, and whiter
area showed more elastic in phase image [27].

2.6. Recovery studies

E. coli pretreated with ferricyanide for 3 h was chosen for the
recovery study. Three hours were enough to induce cell deteri-
oration but it is not enough to totally destroy by the toxicity of
ferricyanide. The cell suspensions were centrifuged at 10,000 rpm
for 10 min and washed three times with SDW. E. coli was resus-
pended in SDW and the ultimate concentration of cells was adjusted
to an absorbance value of 1.5 at 600 nm. 1 mL cell suspension was
added in 300 mL BOD bottles and standard GGA solution was used
as new culture medium. The process was operated according to
the BOD standard method. Initial dissolved oxygen (DO) was deter-
mined by dissolved oxygen analyzer (Orion 862A, Thermo Electron
Corporation) as soon as filling BOD bottles with culture, and the
final DO in the sample was determined after 16 h incubation. Counts
of colony-forming units (cfu) which indicate the ability of cells to
propagate under given conditions were executed by microscope
directly.

3. Results and discussions
3.1. Growth rate and viability

Fig. 1 showed the growth curve for E. coli exposed to differ-
ent concentrations of ferricyanide. Complete growth inhibition was
observed when the cells were exposed to 100.0 mM ferricyanide.
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ig. 1. Growth curve of E. coli DH 5 � at different concentrations of ferricyanide. The
ata are the mean ± S.D. from triplicate experiments.

t 50.0 mM, ferricyanide showed 50.8% growth inhibition on E. coli
fter 3 h incubation, followed by stationary phase after 4 h. Neg-
igible effects of ferricyanide for inhibition were obtained with
oncentration of 12.5 and 6.25 mM.

Although growth-based method is widely accepted, it inevitably
hows a significant underestimation of viable cells, because a frac-
ion of the cell population is often viable but nonculturable under
he specific conditions [20]. Therefore, FCM combining with fluo-
escent dye (PI) was employed to further evaluate the viability of
. coli. Fluorescent dye PI can readily cross membranes that have
een destroyed (dead cells), and after intercalating into GC-rich
egments of DNA, cause ‘dead’ cells to fluoresce a bright red [28].
he advantage of this technology is the capacity for simultaneously
easuring several parameters, based on light scattering and flu-

rescence, on thousands of individual cell within a few minutes
29]. Results were shown in Fig. 2. As expected, much lower toxic-
ty was detected by FCM compared with test of growth inhibition.
. coli remained ∼86% viability even the cells were pretreated with
00.0 mM ferricyanide, and negligible effects on the viability of cells
ere observed in ferricyanide at 25.0 mM concentration.
The similar trend was observed between growth inhibition test
nd viability test though high ferricyanide concentration showed
ome differences. One possible explanation was that high concen-
ration of ferricyanide preferably induced nonculturable state of
ells not completely losing their viability. Furthermore, the cells

Fig. 2. Effect of different concentrations of ferricyanide on bacterial viability.
(2009) 613–617 615

pretreated with low concentration of ferricyanide remained intact
membranes and prevented the penetration of PI.

3.2. Characterization of damages induced by ferricyanide on E.
coli envelopes

AFM provides the possibility of nanoscale visualization and char-
acterization of the cells in situ, which makes it a powerful and very
useful technique for the investigation of damages on outer mem-
brane of Gram-negative bacteria. The sample-preparation process
of AFM is simpler, which effectively reduces artifacts on samples
in comparison with other nanoscale determination [30]. Here, we
used AFM to study the effects of different concentration of ferri-
cyanide on membrane of E. coli. Normal bacterial images (Fig. 3a
and b) showed that untreated cells had a typical E. coli rod-shape
and the surface was relatively smooth. The encircled areas showed
a new fissiparous bacterial cell. Unfortunately, none of the bacteria
was still attached with pili, owing to the centrifuging treatment.

No particular changes were observed when the cells were incu-
bated in solution containing 25.0 mM ferricyanide for 3 h (Fig. 3c
and d). Accordingly, AFM showed that with the addition of 50.0 mM
of ferricyanide, the bacteria had surface morphology changes
(Fig. 3e and f). We found that some obscure patches and forma-
tion of collapse (encircled area) appeared on the bacterial surface.
We believe that the patches were the possible overexpression of
biocomponents by stimulation of ferricyanide, and they could fall
off the bacterial surface, which then led to the appearance of a
concave part. This phenomenon was also observed by Yang and co-
workers who proposed that these condensed patches could prevent
the toxin to pass into the cell membrane [7].

Ferricyanide at concentration of 100.0 mM could cause obvious
damages to E. coli envelope. A type of damages observed in the test
was shown in Fig. 3g and h. The cell wall disappeared and led to the
lysis of the bacteria. All bacterial surfaces seemed very rough and a
small amount of cytoplasm remained. However, we also observed
that the survived cells that remained intact cytoplasmic membrane,
and only convex patches were obviously shown on the envelope
(encircled area in Fig. 3g and h). The second type of damage in the
experiments with 100.0 mM ferricyanide was shown in Fig. 3i and
j. Flattened empty cells with rough surfaces were observed, and
this meant that most of the intracellular content discharged. The
phenomenon can be considered as a further step in the damage
which follows the damage shown in Fig. 3g and h.

As we observed above, with the increasing concentration of
ferricyanide, there were significant changes in bacterial surface.
In order to farther investigate the toxic principle of ferricyanide
on the bacteria, E. coli grown in 100.0 mM ferricyanide at differ-
ent incubation times were detected. Fig. 4a and b showed that
30 min pretreatment of 100.0 mM ferricyanide did not obviously
affect bacterial morphology. When the bacteria were treated with
ferricyanide at 60 min, deteriorations of bacterial both ends were
found (Fig. 4c and d). More damages were observed at 120 min incu-
bation time, and E. coli showed incomplete morphology (Fig. 4e and
f). All results of AFM revealed that the damages of the bacterial mor-
phology were proportional to the ferricyanide concentration and
incubation time.

3.3. Recovery test after exposure

We also investigated the recovery ability of E. coli after the cells
had been exposed to different concentrations of ferricyanide for

3 h (Fig. 5). In comparison to the control experiment, growth rate
of cells pre-exposed to 100.0 mM and 50.0 mM ferricyanide indi-
vidually decreased to 8.2% and 24.5% after being transferred into
uncontaminated medium to incubate for 16 h. Furthermore, the
growth rate decreased to 36.7% and 59.2% when the ferricyanide
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from 100.0 to 25.0 mM. The weak difference of respiration activity
induced by 25.0 and 12.5 mM ferricyanide was only 0.22 mg L−1. A
negligible effect was observed at 6.25 mM ferricyanide. We believe
that free CN− is responsible for the bacterial deterioration because
ig. 3. AFM images of E. coli treated with different conditions of ferricyanide for 3 h.
a, b) 0 mM, control; (c, d) 25 mM; (e, f) 50 mM; (g–j) 100 mM. (a), (c), (e), (g), (i) are
opography, (b), (d), (f), (h), (j) are their phase images, respectively. Scale bar of all
mages are 1 �m.

oncentrations were 25.0 and 12.5 mM, respectively. The recovery

est exhibited obvious growth inhibition with ferricyanide of low
oncentration (i.e. 12.5, 25.0 mM), with overall effects greater than
rowth inhibition test. However, the reasons for greater effects of
ecovery were not clear, and further in-depth investigations are
Fig. 4. AFM images of E. coli incubated with 100.0 mM ferricyanide at different time.
(a), (c) and (e) individually show topography of E. coli that were pretreated 30, 60,
120 min in 100.0 mM ferricyanide solution, and (b), (d), (f) are their corresponding
phase images. Scale bar of all images are 1 �m.

needed to clarify the primary principles of ferricyanide on the dif-
ferent toxic tests.

The changes of respiration activity increased significantly from
0.45 to 3.27 mg L−1 when ferricyanide concentration decreased
Fig. 5. Recovery of E. coli after a 3 h exposure to the different concentrations of
ferricyanide. Afterwards bacteria were transferred to uncontaminated medium, and
growth and changes of DO were respectively recorded for 16 h. The data of�DO are
the mean ± S.D. from duplicated or triplicate experiments.
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yanide is extremely toxic to the activity of enzymes correlated with
espiration.

. Conclusions

In this work, we tried to combine novel techniques of FCM
nd AFM for the toxic measurement, by which toxicity of ferri-
yanide on bacterial visibility and morphology were rapidly and
irectly fed back. Recovery test further proved that the toxicity
f ferricyanide on bacteria was not reversible. The results showed
hat negligible effects were observed with concentrations below
2.5 mM ferricyanide, where 50.0 mM ferricyanide exhibited 50.8%
rowth inhibition at 3 h. Growth of cells was completely inhibited
y 100.0 mM ferricyanide; however, E. coli remained ∼86% viabil-
ty based on the FCM. Furthermore, AFM images clearly revealed
hat the compact patches were induced on the bacterial surface
nder the stimulation of at least 50.0 mM ferricyanide, and the
hanges of bacterial morphology depended on concentration and
ncubation time with ferricyanide. In the recovery test, 50.0 mM fer-
icyanide showed 60.0% and 75.5% inhibitions on respiration and
rowth, respectively, and the effects were obviously greater than
sing other tests. As shown results indicated that the cells might
eep in nonculturable state at high concentration of ferricyanide,
nd the effects of ferricyanide could be prevented by changes of
orphology.
In any case, these systematic investigations can substantially

ontribute to the understanding of toxic principle of ferricyanide,
nd nanoscale studies of morphology will benefit our insight into
he ferricyanide resistance of E. coli. Moreover, a large numbers of
tudy provide significantly valuable reference in further research.
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a b s t r a c t

Dispersive liquid–liquid microextraction (DLLME) and liquid chromatography–electrospray-tandem mass
spectrometry (LC–ES-MS/MS) procedure was presented for the extraction and determination of 7-
aminoflunitrazepam (7-aminoFM2), a biomarker of the hypnotic flunitrazepam (FM2) in urine sample.
The method was based on the formation of tiny droplets of an organic extractant in the sample solution
using water-immiscible organic solvent [dichloromethane (DCM), an extractant] dissolved in water-
miscible organic dispersive solvent [isopropyl alcohol (IPA)]. First, 7-aminoFM2 from basified urine
sample was extracted into the dispersed DCM droplets. The extracting organic phase was separated by
-Aminoflunitrazepam
iquid chromatography–electrospray-
andem mass spectrometry
rine sample

centrifuging and the sedimented phase was transferred into a 300 �l vial insert and evaporated to dry-
ness. The residue was reconstituted in 30 �l mobile phase (20:80, acetonitrile:water). An aliquot of 20 �l
as injected into LC–ES-MS/MS. Various parameters affecting the extraction efficiency (type and volume
of extraction and dispersive solvent, effect of alkali and salt) were evaluated. Under optimum conditions,
precision, linearity (correlation coefficient, r2 = 0.988 over the concentration range of 0.05–2.5 ng/ml),
detection limit (0.025 ng/ml) and enrichment factor (20) had been obtained. To our knowledge, DLLME

ple fo
was applied to urine sam

. Introduction

Flunitrazepam (FM2), a fluorinated derivative of 1,4-
enzodiazepine is a highly potent hypnotic drug with powerful
edative, anxiolytic, amnestic and skeletal muscle relaxant proper-
ies commonly prescribed for the treatment of insomnia [1]. FM2
s known to induce anterograde amnesia; individuals are unable
o remember certain events that they experienced while under
he influence of the drug. This effect is particularly dangerous
hen abused to aid in the commission of sexual assault and FM2 is

bused sometimes as a “date-rape” drug [2]. In addition, the abuse
f FM2 has been connected to stealing from sedated victims making
rug-assisted robbery [3]. Criminals sometimes use FM2 before
ommitting robbery as it has a calming and anti-emotive effect
hat allows the criminal to perform the robbery without becoming
nxious. Due to the therapeutically effectiveness at low dose

nd rigorous biotransformation, FM2 is seldom detected in urine
ample [4,5]. The major urinary metabolite, 7-aminoflunitrazepam
7-aminoFM2), is commonly used to inspect the usage of FM2.

∗ Corresponding author. Tel.: +886 2 28819471x6821; fax: +886 2 28812685.
E-mail address: msfuh@mail.scu.edu.tw (M.-R. Fuh).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.021
r the first time.
© 2009 Elsevier B.V. All rights reserved.

Thus, there is a need to develop an analytical technique for the
determination of FM2 and 7-aminoFM2 in urine. Some analytical
procedures have been reported including immunoassay [6], liquid
chromatography–ultraviolet (LC–UV) [7], micellar electrokinetic
chromatography [8] and gas chromatography–mass spectrome-
try (GC–MS) [9]. The lack of selectivity and sensitivity associated
with immunoassay and LC based methods limit their application.
GC–MS provides spectral information as well as excellent sensi-
tivity; however, it required derivatization step prior to analysis. To
address the limitations associated with the reported procedures,
we have reported an online solid phase extraction cleanup prior to
LC–electrospray-tandem mass spectrometry (ES-MS/MS) [10]. The
detection limit for 7-aminoFM2 is reported to be 1 �g/l and the
method is suitable only for clinical applications where the concen-
tration of FM2 is in sufficient doses and the urine sample is collected
in time. However, when the drug is abused for sexual assault or rob-
bery and if there is a time delay in suspecting the probable abuse,
the method needs to achieve still lower detection limits.

Dispersive liquid–liquid microextraction (DLLME) developed by

Rezaee et al. [11] is based on the formation of tiny droplets of the
extractant in the sample solution using water-immiscible organic
solvent (extractant) dissolved in a water-miscible organic disper-
sive solvent. Extraction of the analytes from aqueous sample into
the dispersed organic droplets takes place. The extracting organic
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hase was separated by centrifuging and the sedimented phase was
njected into GC. The technique has been applied for the analysis
f polycyclic aromatic hydrocarbons [11], organophosphorus flame
etardants and plasticizers [12], volatile phenols [13], organophos-
horous pesticides [14], chlorobenzenes [15], chlorophenols [16],
riazine herbicides [17], trihalomethanes [18], anilines [19], butyl
nd phenyltin compounds [20], and phthalate esters [21]. For the
nalytes which are incompatible with GC, the water-immiscible
rganic extract obtained after DLLME cannot be injected directly
or reverse phase-liquid chromatography (RP-LC). Hence, evapora-
ion of the organic extract to dryness and reconstitution of analytes
nto a suitable solvent prior to LC was required. This approach was
sed for the analysis of antioxidants by Farajzadeh et al. [22]. Herein,
fter extracting the analytes into the organic solvent by DLLME, the
rganic phase was transferred to another test tube with a conical
ottom using a 100 �l LC syringe and evaporated on a water bath.
ubsequently, the residue was re-dissolved in a 50 �l methanol and
njected into LC.

In the present investigation, the concept of Farajzadeh et al. [22]
as been used with modifications to assist high-throughput anal-
sis. Here, the sedimented organic phase was transferred into a
00 �l vial insert attached with polymeric feet. The organic phase
as evaporated to dryness in a concentrator (operates under low
ressure thus enhancing fast evaporation step) instead of an ear-

ier reported water bath usage [22]. The residue was reconstituted
n 30 �l mobile phase. The vial insert with polymeric feet was
laced in a 2 ml sample vial and positioned in a sample tray. An
liquot of 20 �l was injected into LC–electrospray-tandem mass
pectrometry (LC–ES-MS/MS) using an auto-injector. To our knowl-
dge, DLLME was applied to urine sample for the first time.

. Experimental

.1. Materials and reagents

A 10 mg/l stock solution of 7-aminoFM2 (Cerilliant Corp., Austin,
X, USA) was prepared in methanol. Standard working solution was
repared everyday by spiking the stock solution to the urine sample.
e-ionized water was from Milli-Q plus water purification system

Millipore, Bedford, MA, USA). Acetonitrile (ACN), dichloromethane
DCM), acetone, methanol, isoprpyl alcohol (IPA) and tetrahy-
ofurane (THF) were obtained from Mallinckrodt [Mallinckrodt
aker, Inc., NJ, USA]. Sodium chloride (NaCl) [Riedel-de Haen
Sigma–Aldrich Laborachemikalien, Seelze)], tetrachloroethylene
TCE) [Sigma–Aldrich, Steinheim, Germany] and chlorobenzene
CB) [Aldrich Chemical Co. Inc., WI, USA] were used in the present
tudy. All reagents and solvents used were analytical or LC grade
nless otherwise mentioned. Drug free urine samples collected
rom healthy adults were used for the study.

.2. Instrumentation

An HP1100 LC system (Hewlett-Packard Co., Palo Alto, CA, USA)
onsisting of a quaternary pump with an online degasser and an
uto-injector was used for the study. Mass spectrometric detection
as performed using an Agilent series LC/MSD trap SL instrument

quipped with an ES ionization source that was operated in the
ositive mode with the spray voltage set at −3.5 kV. The capillary
xit voltage was 180 V. Agilent 1100 series LC/MSD Trap software
version 4.0) was utilized for system control, data acquisition and

ata analysis. Heated nitrogen gas (350 ◦C, 8 l/min) was used to
vaporate solvent from the ES chamber, and compressed nitrogen
as (40 psi) was used for nebulization. Multiple reaction moni-
oring (MRM) was employed for quantitative measurement. The
solation width for precursor ion was 2. The settings for the MRM
a 78 (2009) 618–622 619

were: m/z 284 → 264, 163 and 135. MS/MS data acquisition was
performed under the following conditions: normal scan speed, m/z
range 100–350, ion charge control target 30,000 and maximum
accumulation time 300 ms.

A symmetry Shield RP18 [50 × 2.1 mm, 3.5 �m] (Waters, Ireland)
column was used for separation of 7-aminoFM2. Mobile phase was
a mixture of 20% ACN and 80% water at a flow rate of 0.2 ml/min. A
model 2420 Kubota (Tokyo, Japan) centrifuging machine and miVac
DUO centrifugal concentrator (Genevac Ltd., Ipswich, UK) operating
at low pressure was used for the evaporation of extraction solvent
(compared with an evaporation time carried out at atmospheric
pressure). Test tubes with conical bottom were used for extrac-
tion process. Vial insert (Agilent, USA; 300 �l with polymer feet)
and syringe [1 ml (Gas tight #1001) and 100 �l (Gas tight #1710);
Hamilton Co., Reno, Nevada, USA] were also used.

2.3. Extraction process

Urine sample spiked with 7-aminoFM2 was basified using
ammonia (overall concentration: 0.2 M) and added NaCl (5%
overall). The precipitate formed was separated by centrifuging
(3500 rpm, 10 min). An aliquot of 5 ml of the clear supernatant urine
sample was placed in an 8 ml test tube. IPA (500 �l) containing DCM
(250 �l) [total 750 �l] was injected rapidly into the sample using
a 1 ml syringe. The mixture was gently shaken. A cloudy solution
was formed. The phases were separated by centrifuging (4000 rpm,
10 min). Herein, the dispersed fine droplets are sedimented at the
bottom of the conical test tube. The sedimented DCM phase was
transferred to a 300 �l vial insert using a 100 �l syringe. The organic
phase was evaporated to dryness in the concentrator (20 min). The
residue was reconstituted in 30 �l of the mobile phase and a 20 �l
aliquot was injected into LC–ES-MS/MS using an auto-injector.

3. Results and discussion

3.1. Suitability of the auto-injector

The suitability of the auto-injector is studied by performing two
sets of experiments. First, a 30 �l of 7-aminoFM2 (25 �g/ml) was
taken into each of a series of (ten numbers) vial inserts fitted with
polymeric feet. Each of the vial inserts was placed in a separate 2 ml
sample vial and was positioned in a sample tray. A 20 �l aliquot
was injected into the LC–ES-MS/MS. Secondly, 1.5 ml of the sample
(25 �g/ml 7-aminoFM2) was taken into each of a series of 2 ml sam-
ple vial. An aliquot of 20 �l was injected. It was observed that, there
is no appreciable difference in the peak areas measured in these two
experiments. Thus, it was concluded that the auto-injector could be
used to inject an aliquot of 20 �l from 30 �l of the sample taken in
the vial insert.

3.2. Selection of organic extractant and dispersive solvent

The selection of an appropriate organic extractant is of high
importance in DLLME process. It is based on a few criterion viz.
the solvent should be immiscible in urine, should have higher
density than that of urine and have high extraction capability
for 7-aminoFM2. However, the chromatographic behavior of the
extractant is of less importance unlike the GC based techniques
[11–22]. This is because the extractant is evaporated to dryness
prior to reconstituting the residue in the mobile phase before inject-
ing into LC. Based on these criterions, CB, DCM and TCE were

selected for the study. Similarly, the criterion in the selection of
a dispersive solvent is that, the solvent should form a cloudy state
when injected with the organic extractant into urine, in addition to
having solubility in the organic extracting solvent and urine. Con-
sidering these issues into account, ACN, acetone, methanol, THF
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ig. 1. Effect of volume of DCM on extraction efficiency.
xperimental conditions: sample volume, 5 ml (in 0.1 M ammonia); dispersive sol-
ent, IPA (500 �l); 7-aminoFM2 concentration spiked, 1 ng/ml.

nd IPA were tested for their efficiency. Due to a limited number
f organic extractants, all combinations of CB, DCM and TCE as
xtractants with acetone, ACN, methanol, THF and IPA as disper-
ive solvent, were tried. Forty microliter of extractant was used in
ase of TCE and CB, dissolved in 0.5 ml of each of the dispersive
olvent. However, in the case of DCM, it was noted that no phase
eparation was observed when the amount of DCM was lower than
20 �l. This is probably due to the higher solubility of DCM in the
atrix. Thus 150 �l of DCM was used for studying its extraction

fficiency. Further experiments were conducted with DCM as an
xtractant and IPA as dispersive solvent, as the combination gave
he highest extraction efficiency.

.3. Impact of volume of organic extractant

To study the effect of extraction solvent volume, solutions con-
aining increasing volumes (150–350 �l) of DCM dissolved in a fixed
olume of IPA (500 �l) were subjected to DLLME by injecting the
otal amount using a 1 ml syringe. The results are presented in
ig. 1. It is clear from the figure that the extraction efficiency was
ncreased with increase in volume of DCM till 250 �l followed by a
ecrease in extraction efficiency. In addition, the volumes of sedi-
ented DCM drop and the enrichment factors at various volumes

f organic extractant were summarized in Table 1. At higher vol-
me of extracting organic solvent, the ratio between the dispersive
olvent and the extracting organic solvent decreased that proba-
ly lowered the number of droplets formed thereby decreasing the
fficiency of extraction. Based on these observations, a volume of
50 �l was used for further experiments.

.4. Impact of volume of dispersive solvent

Volume of the dispersive solvent is one of the important factors
o be considered. At lower volumes of the disperser, tiny droplet

ormation may not be effective thereby lowering the extraction effi-
iency. At higher volumes of the dispersive solvent, the solubility
f 7-aminoFM2 in urine increases; thus, lowering the partition of
-aminoFM2 into DCM leading to a decrease in efficiency. Con-
idering these facts into account, a fixed amount of the organic

able 1
olume of sedimetned DCM drop and enrichment at various IPA and DCM.

ol. of IPA (�l) 500 500
ol. of DCM (�l) 150 200
ol. of sedimented DCM drop (�l) 38.6 ± 2.3 70.4 ± 3.8
nrichment factora 5.5 12.5

a Enrichment factor, calculated as the ratio between the peak area on the chromatogram
Fig. 2. Effect of volume of IPA on extraction efficiency.
Experimental conditions: sample volume, 5 ml (in 0.1 M ammonia); organic extrac-
tant, 250 �l DCM; 7-aminoFM2 concentration spiked, 1 ng/ml.

extractant (250 �l DCM) was dissolved in an increasing volume of
the disperser ranging from 0 to 2000 �l at an interval of 500 �l and
injected the total volume into the sample for extraction. A graphical
representation of efficiency versus volume of IPA is shown in Fig. 2. It
was observed that the extraction efficiency increased with increase
in IPA till 500 �l followed by a decrease in efficiency with increase in
IPA volume. The decrease is probably due to the increase in the sol-
ubility of 7-aminoFM2 in the sample. Based on these results, 500 �l
IPA was used for further experiments.

3.5. Impact of alkalinity

When extractions were performed using urine sample without
the addition of a base, the extraction efficiency was very low. This
could be attributed to the fact that, 7-aminoFM2 is slightly basic and
needs to be basified to keep it in a molecular form, thus facilitat-
ing the partition of 7-aminoFM2 into DCM droplets. For this, NaOH
was used to basify the urine sample. However, no phase separation
was observed. When ammonia was used to basify the urine sam-
ple, phase separation as well as an increase in extraction efficiency
was noted. The effect of concentration of ammonia (0.01–1 M) was
examined and the results are shown in Fig. 3. A gradual increase
in extraction efficiency was observed with increase in ammonia
concentration up to 0.2 M. However, further increase in ammonia
concentration led to a decrease in the volume of the organic phase
thereby lowering extraction efficiency. A concentration of 0.2 M
ammonia was used for further experiments.

3.6. Impact of salt

To evaluate the possibility of salting out effect, extraction
efficiency was studied with increase in sodium chloride (NaCl) con-
centration over the concentration range of 0–30% (w/v). As shown

in Fig. 4, there was an increase in extraction efficiency with an
increase in salt concentration up to 5% and then a diminishment
in efficiency. Additionally, phases were not separated above 20%
NaCl. An initial increase and then a decrease in extraction effi-
ciency with increase in concentration of NaCl can be explained by

500 500 500
250 300 350

99.0 ± 4.2 134.6 ± 6.5 154.3 ± 5.5
20.0 16.2 14.3

after and before the extraction.
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Fig. 3. Effect of concentration of ammonia on extraction efficiency.
Experimental conditions: sample volume, 5 ml; organic extractant, 250 �l DCM;
dispersive solvent, IPA (500 �l); 7-aminoFM2 concentration spiked, 1 ng/ml.
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Fig. 5. Extracted ion chromatogram of the extract of the spiked urine sample.
ig. 4. Effect of salt concentration on extraction efficiency.
xperimental conditions: sample volume, 5 ml (in 0.2 M ammonia); organic extrac-
ant, 250 �l DCM; dispersive solvent, IPA (500 �l); 7-aminoFM2 concentration
piked, 1 ng/ml.

wo simultaneously occurring processes as described by Lord et al.
23]. Initially, extraction efficiency was increased due to salting out,
hereby water molecules form hydration spheres around the ionic

alt molecules that reduce the concentration of water available to
issolve the analyte molecules; thereby driving the additional ana-

ytes into the organic droplets. In competition with this process,
olar molecules may participate in electrostatic interaction with
he salt ions in solution. As a result, it reduces their ability to move
nto the extraction phase and decrease the extraction efficiency.
ased on these observations, an overall salt concentration of 5%
w/v) was used for further studies.
.7. Quantitative aspects

Repeatability, linearity, correlation coefficient and detection
imit were investigated under the chosen experimental conditions

able 2
erformance of the method.

arameter Value

inearity (ng/ml) 0.05–2.5
2 0.988

elative standard deviation
0.1 ng/ml 8.6%
2.0 ng/ml 6.3%
ethod detection limit (ng/ml) 0.025
Experimental conditions: sample volume, 5 ml (in 0.2 M ammonia & 5% NaCl);
organic extractant, 250 �l DCM; dispersive solvent, IPA (500 �l); 7-aminoFM2 con-
centration spiked, 0.1 ng/ml.

and summarized in Table 2. It was observed that, the relative stan-
dard deviation values were below 8.6% indicating a good precision
of the method. It exhibited good correlation coefficient (r2 = 0.988)
for the concentration range of 0.05–2.5 ng/ml. Acceptable accuracy,
92.3–103.7%, was determined. Method detection limit, calculated
as three times the standard deviation of seven replicate runs was
determined to be 0.025 ng/ml.

3.8. Application of the technique

To demonstrate the potentiality of the technique, the procedure
was applied for the analysis of various urine samples. Each of the
samples was basified using ammonia so that the overall concentra-
tion is 0.2 M in ammonia and was made 5% in NaCl concentration.
The precipitate was filtered off and a 5 ml of an aliquot of the clear
supernatant urine sample solution was placed in a test tube and
extracted using the general procedure. The extract was injected
into LC–ES-MS/MS. No target compound was found in any of the
tested urine samples. Then the sample was spiked with low con-
centrations of 7-aminoFM2 (0.1 ng/ml) and extracted, and injected
in the usual manner. A representative extracted ion chromatogram
of the extract of one of 7-aminoFM2 spiked urine samples is shown
in Fig. 5.

3.9. Comparison of the technique with other methods
A comparison of the technique in terms of detection limit, speci-
ficity and reaction conditions involved to carryout the extraction
with other methods is provided in Table 3.

Table 3
Comparison of the present technique with reported methods.

Parameter Value/and remark

Reported method Present method

Detection limit (ng/ml) 5.6a; 1b,c; 5c 0.025
Specificity Not specifica Specific
Reaction require Derivatizationb,c No derivatization

a Reference [1].
b Reference [6].
c Reference [24].
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. Summary

A newly developed DLLME and LC–ES-MS/MS method was pre-
ented for the extraction and analysis of 7-aminoFM2 in urine
ample. DCM as an organic extractant and IPA as a dispersive
olvent were utilized for DLLME. The extracting organic phase
as separated, evaporated to dryness and then reconstituted in
obile phase prior to LC–ES-MS/MS determination. The enrich-
ent factor for the extraction process is about 20. Good linearity

0.05–2.5 ng/ml) and detection limit of this method, 0.025 ng/ml,
ere obtained. In this study, DLLME was successfully applied to
rine sample analysis.
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a b s t r a c t

A simple model for the separation of atropisomers of binaphthol and its monoderivatives by means
of cyclodextrin-modified capillary zone electrophoresis (CD-CZE) was used to describe the migration
behavior of poly charged enantiomers in a chiral separation system. This mathematical approach allowed
for the determination of the optimal cyclodextrin concentrations for the enantioseparation of binaphthols
vailable online 24 December 2008

eywords:
inaphthol derivatives
athematical approach

pparent complexation constant
nantioseparation

by taking into account the influence of the formed complex mobilities. Moreover, using this theoretical
approach, the reversal of the enantiomers’ migration order as a function of cyclodextrin concentration
was predicated. The apparent complexation constants between the cyclodextrins and the binaphthol and
its monoderivatives could be calculated using a non-linear curve fitting method and three linear plotting
methods (x-reciprocal, y-reciprocal and double reciprocal). Good agreements between the theoretical
and experimental cyclodextrin concentrations were obtained.
D-CZE

. Introduction

Chiral separation by means of capillary electrophoresis (CE) has
een proven to be an effective technique in recent years. The major
dvantages of CE are simplicity, high efficiency, versatility, rapid
nalysis, high resolution, small sample volume and low operat-
ng costs. Enantioseparation can be achieved in CE using chiral
electors, which discriminate between enantiomers by an enan-
ioselective complexation between the enantiomers of the analyte
nd the chiral selector to differentiate based on the effective elec-
rophoretic mobility of the enantiomers. Numerous chiral selectors
re currently available and can be used for enantioseparation, such
s cyclodextrins (CDs), chiral crown ethers, proteins, chiral sur-
actants, macrocyclic antibiotics, ligand-exchange complexes and
olysaccharides [1]. Among them, the cyclodextrins are the most
idely used chiral selectors [2].

The mechanism of the separation is fairly well understood. Sev-

ral groups have developed mathematical models as theoretical
pproaches to evaluate the influence of the experimental variables
nd to describe the migration behavior of the analytes in the chiral
eparation systems.

∗ Corresponding author. Tel.: +33 2 32 29 15 40; fax: +33 2 32 29 15 35.
E-mail address: paul-louis.desbene@univ-rouen.fr (P.L. Desbène).

1 Current address: Department of Chemistry, Atomic Energy Commission of Syria,
.O. Box 6091, Damascus, Syria.

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.027
© 2008 Elsevier B.V. All rights reserved.

Most models assume a 1:1 complexation between the enan-
tiomers and the chiral selector. The analyte and the chiral selector
can be neutral, anionic, cationic or zwitterionic.

Wren and Rowe [3–6] developed mobility difference models,
and Sänger-Van de Griend et al. [7] proposed a model based on
one analyte having two or more complexation sites for the selector
and able to form multiple complexes. In a series of papers, Vigh and
co-workers [8–10] introduced multiple equilibrium-based mobility
models, including the effects of competing binding equilibriums of
the dissociated and non-dissociated analytes. They also developed
the chiral charged resolving agent migration model (CHARM) [11].
Zhu et al. [12], Surapaneni et al. [13] and Lelièvre et al. [14] devel-
oped mathematical models for chiral separation systems using two
chiral selectors.

The atropisomers of 1,1′-binaphthyl-2,2′-diol (or Binol) are
among the most widely used ligands for the asymmetric catalytic
reactions, and serve as chiral hosts in the enantiomeric separation
of racemic mixtures of “guest” compounds or as chiral reagents
during optical purity studies of the enantiomers in 1H NMR. Fur-
thermore, they have also been used in enantiomeric mixture tests
for evaluating new or developed chiral separation systems [15].
For these reasons, the enantioseparation of Binol by CE has been

the subject of several studies. In a previous paper [16], we stud-
ied the enantiomeric separation of Binol and its monoderivatives
by means of CD-CZE. First, we determined the acidity constants of
Binols. Second, the nature of the CDs and the optimal conditions of
the separation were reported. Additionally, working in a very basic
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Table 1
Structures of the studied Binol and its derivatives.

Name Abbreviation Structure

1,1′-Binaphthalen-2,2′-diol Binol

6-Bromo-1-(2-hydroxynaphthalen-1-yl)naphthalen-2-ol BN2

1-(2-(Allyloxy)naphthalen-1-yl)naphthalen-2-ol BN3

1-(2-(Benzyloxy)naphthalen-1-yl)naphthalen-2-ol BN4

1-(2-Methoxynaphthalen-1-yl)naphthalen-2-ol BN5
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edium (pH 11.5) was also clarified. Moreover, we observed two
ifferent types of inversion in the elution order of the two atropi-
omers of Binol: one as a function of the pH with �-CD (pH range:
0–11.5) and the other as a function of the �-CD concentration at
H 10.8.

In this paper, we adapted a simple model to describe the enan-
ioseparation of Binol and its derivatives by means of CD-CZE.
he reversal of the enantiomer migration order as a function of
he cyclodextrin concentration was achieved using this model.

oreover, a mathematical approach was developed to determine
he optimal cyclodextrin concentrations. These were compared to
he experimental optimal concentrations to validate the theoret-
cal model. Finally, the apparent complexation constants between
inaphthols and the CDs were determined using four different plot-
ing methods.

. Experimental
.1. Instrumentation

Capillary electrophoretic experiments were performed using
P/ACE MDQ capillary electrophoresis system (Beckman Coulter,
Fullerton, CA, USA) equipped with a photodiode array detector
(PDA; 190–600 nm). An uncoated fused silica capillary (Thermo
Electron SA, Courtaboeuf, France), 40.2 cm long (30 cm to the
detector), and with a 50 �m ID was used. The capillaries were
thermostated at 20.0 ± 0.1 ◦C. Samples were pressure-injected at
0.5 psi (34 mbar) for 3 s at the inlet side of the capillary (anode).
Electrophoretic runs were performed with 10 kV potential. The UV
detection was cathodic (�= 214 nm). The electropherograms were
recorded and integrated by an IBM personal computer with 32
Karat software (Version 4.0, Beckman Coulter). The pH of the elec-
trolyte solutions was measured using a Cyberscan pH510 pH meter
(Bioblock Scientific, Illkirch, France).

The experimental data were fit with the CurveExpert program
(Version 1.38, Daniel G. Hyams, Hixson, TN, USA) for the non-
linear curve fitting method and with SigmaPlot8.0 (Version 8.02,
Systat Software Inc., San Jose, USA) for the linear plotting meth-
ods.
2.2. Chemicals and reagents

The racemate and the R enantiomer of Binol (1,1′-binaphthyl-
2,2′-diol or 1,1′-binaphthalen-2,2′-diol) were provided by
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igma–Aldrich (Sigma–Aldrich France, Saint-Quentin-Fallavier,
rance). Binol derivatives studied in this work (see Table 1)
ere synthesized as described previously [16]. Native �-CD
as purchased from Sigma–Aldrich, �-CD (98%) from Interchim

Montluçon, France) and �-CD (98%) from Acros Organics (Acros
rganics France, Noisy-le-Grand, France). 2-Hydroxypropyl-
-, �- and �-CDs (HP-x-CDs) (d.s. ≈ 0.6) were obtained from
luka Chemie (Sigma–Aldrich–Fluka France, L’Isle d’Abeau,
hesne, France), and heptakis-2,3,6-tri-O-methyl-�-cyclodextrin
TM-�-CD) was purchased from Sigma–Aldrich. Disodium hydro-
enphosphate, trisodium phosphate, sodium hydroxide (+98%
urity), and absolute ethanol (98.8%). were obtained from
igma–Aldrich.

.3. Electrolyte and sample preparation

All running electrolytes were prepared using ultrapure water
roduced with a Milli-Q-System water purification apparatus (Mil-

ipore France, Montigny-le-Brotonneux, France). The solutions were
onicated just before use for 10 min with a Branson 2510 sonica-
ion apparatus (Branson, Danbury, USA). For the enantioseparations
nd the apparent complexation constant determinations, a phos-
hate electrolyte (Na2HPO4–Na3PO4) with an ionic strength of
0 mM was used with cyclodextrin concentrations ranging from
to 20 mM or 25 mM. All samples were prepared in ethanol at a

oncentration of 1 × 10−4 M.
In order to determine the enantiomeric migration order, the

acemic sample was spiked with the R enantiomer. New uncoated
apillaries were activated by performing the following washing pro-
ess: water for 2 min, 1 M NaOH for 30 min and water for 10 min.
he capillary was conditioned for 15 min with the electrolyte before
unning and for 2 min between each run.

. Results and discussion

.1. Theory

In our previous work [16], we reported a reversal of the elution
rder of the two atropisomers of Binol as a function of the pH with
-CD (pH range: 10–11.5). The R enantiomer of Binol migrated first
t pH 10, and the second elution occurred at pH 11.5. We proposed
wo hypotheses for the origin of this inversion.

The first hypothesis involved the progressive ionization of �-CD
pKa of �-CD is equal to 12.08) [17]. At pH 10, �-CD is neu-
ral and therefore is carried by the cathodic electroosmotic flow.
onsequently, the enantiomer with the higher affinity for the
ydrophobic cavity of the CD migrates firstly (R enantiomer of
inol), since the two enantiomers migrate towards the anode at
his pH (pKa1 Binol = 9.04 and pKa2 Binol = 10.90). However, at pH
1.5, the �-CD is slightly ionized (charge � −1/2). Thus, under such
onditions, it presents an electrophoretic mobility slightly diamet-
ically opposed to that of the electroosmotic flow, and consequently
lows down the migration of the enantiomer with the greatest affin-
ty, i.e., the R enantiomer.

The second hypothesis was based upon the conclusions of the
orks of Vigh and co-workers [8–10], who modeled the enan-

iomeric separation of chiral weak acids and bases in CE. They
howed that based on
the electrophoretic mobilities of the dissociated analytes/CD
complexes (�−

RCD and �−
SCD),

the complex formation constants of the analytes in the disso-
ciated and non-dissociated forms with the CD (K−

RCD, K−
SCD and

KHRCD, KHSCD),
78 (2009) 631–637 633

• there are three kinds of separation. One works as a function of the
pH, one based on the CD concentration, and one is systematically
neutral. The three kinds are:
◦ desionoselective separation or Type I (�−

RCD = �−
SCD, K−

RCD =
K−

SCD and KHRCD /= KHSCD),
◦ ionoselective separation or Type II (�−

RCD /= �−
SCD, K−

RCD /= K−
SCD

and KHRCD = KHSCD),
◦ duoselective separation or Type III (�−

RCD /= �−
SCD, K−

RCD /= K−
SCD

and KHRCD = KHSCD).

The last two allow for, if so desired, the reversal of the migration
order of the enantiomers as a function of the electrolyte composi-
tion (pH, CD concentration).

Therefore, the origin of the reversal migration order of the Binol
enantiomers as a function of the pH in presence of �-CD is more
likely to act according to the behavior of Type II or III than in the
progressive ionization of �-CD. In fact, the last option is unlikely
even at pH 11.5, because the absolute value of its electrophoretic
mobility is likely small in comparison to the electroosmotic
flow.

However, the case of binaphthol and BN2 proves to be more
complicated because they are diacids. Thus, all of the equilibriums
reported below that are based on acid–base equilibrium must be
taken into account.

where KA
a1 and KA

a2 are the first and the second acidity constants
of the diacid H2A (or A); KAC

a and KAC−
a are the acidity constants of

the formed complexes H2AC and HAC−, respectively; and KAC, KAC−
and KAC2− are the complexation formation constants of H2A in its
non-ionized, ionized and doubly ionized forms, respectively.

Not all of the data necessary to model the electrophoretic behav-
ior of the enantiomers as a function of the pH and the cyclodextrin
concentration was accessible experimentally. Thus, we decided to
simplify the model by using an apparent equilibrium and appar-
ent constants, as proposed by Lelièvre and Gareil [18], in the case
of the monoacids, as an alternative approach to that of Vigh and
co-workers [8–10].

If A′ and AC′ represent the analyte and the complex, respectively,
in their ionized and non-ionized forms, then [A′] is the total con-
centration of the analyte and its related species, and [AC′] is the
total concentration of the complex and its related species, so that

[A′] = [A] + [A−] + [A2−], [AC′] = [H2AC] + [HAC−] + [AC2−]

(1)

Then, as in the case of monoacids [18], the whole system can be

described by an apparent equilibrium and an apparent equilibrium
constant K′:

A′ + C � AC′, K = [AC′]
[A′][C]

(2)
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ith

′ = KAC
[H+]2 + [H+]KAC

a + KAC
a KAC−

a

[H+]2 + [H+]KA
a1 + KA

a1K
A
a2

= KAC−
KA

a1

KAC
a

[H+]2 + [H+]KAC
a + KAC

a KAC−
a

[H+]2 + [H]+KA
a + KA

a1K
A
a2

= KAC−
KA

a1K
A
a2

KAC
a KAC−

a

[H+]2 + [H+]KAC
a + KAC

a KAC−
a

[H+]2 + [H+]KA
a1 + KA

a1K
A
a2

(3)

f all of equilibriums are fast, then�A, the mobility of H2A (or A), is
linear combination of its mobility in the free solution (�A) and its
obility when it is totally complexed (�C):

�A = [A′]
[A′] + [AC′]

�f + [AC′]
[A′] + [AC′]

�C

�f = [H+]2

[H+]2 + [H+]KA
a1 + KA

a1K
A
a2

�A

+ [H+]KA
a1

[H+]2 + [H+]KA
a1 + KA

a1K
A
a2

�A−

+ KA
a1K

A
a2

[H+]2 + [H+]KA
a1 + KA

a1K
A
a2

�A2−

�C = [H+]2

[H+]2 + [H+]KAC
a + KAC

a KAC−
a

�AC

+ [H+]KAC
a

[H+]2 + [H+]KAC
a + KAC

a KAC−
a

�AC−

+ KAC
a KAC−

a

[H+]2 + [H+]KAC
a + KAC

a KAC−
a

�AC2−

(4)

here �A− , �A2− , �AC, �AC− and �AC2− are the absolute mobilities
f HA−, A2−, H2AC, HAC− and AC2−, respectively.

The first term in the equation that defines �f is systematically
ull, because the acid compounds present a null electrophoretic
obility in ion suppression.
Therefore, the mobility of H2A (or A) can be expressed as a

unction of the apparent equilibrium constant and the ligand con-
entration, which is the same equation in the case of a monoacid,
ut with a different constant:

A = 1
1 + K ′[C]

�f + K ′[C]
1 + K ′[C]

�C (5)

f A is a racemic mixture, then the mobility of each enantiomer (S
r R) can be described using:

S = �f +�SCK ′
S[C]

1 + K ′
S[C]

, �R = �f +�RCK ′
R[C]

1 + K ′
R[C]

(6)

here �S and �R are the mobility of the S and R enantiomers,
espectively;�f is the mobility of the free enantiomer;�SC and�RC
re the mobilities of the complexed S and R enantiomers, respec-
ively; K ′

S and K ′
R are the apparent complexation constants between

he S and R enantiomers, respectively, and the ligand; and [C] is the
igand concentration.

As a result, similar equations are obtained for both the monoacid
nd diacid, but with different apparent complexation constants.
oreover, the mobilities of the complexed S and R enantiomers

re slightly different from each other due to the difference in their

cidity constants, as can be observed from Eq. (4).

For the determination of the apparent complexation constant,
q. (6) can be used. Additionally, linear plotting (Eqs. (7)–(9))
an be obtained from these equations, which have been used
n CE for the determination of binding constants. In fact, these
78 (2009) 631–637

linear plotting equations are analogous to those that have been
employed for spectroscopy, chromatography and calorimetry tech-
niques. These three linear plotting equations are known as double
reciprocals (Eq. (7)) with K′ = intercept/slope, y-reciprocal (Eq. (8))
with K′ = slope/intercept, and x-reciprocal (Eq. (9)) with K′ = −slope:

1
�i −�f

= 1
(�C −�f)K ′

1
[C]

+ 1
�C −�f

(7)

[C]
�i −�f

= 1
�C −�f

[C] + 1
(�C −�f)K ′ (8)

�i −�f

[C]
= −K ′(�i −�f) + K ′(�C −�f) (9)

Armstrong et al. [19] compared these different equations for the
estimation of the binding constants by CE for both achiral and chi-
ral analytes. Bellini et al. [20] determined the apparent association
constants of four model drugs with �-CD by CE and compared the
results obtained by these three linear plotting methods. The great
advantage of the non-linear curve fitting method (Eq. (6)) is the
determination of �f and �C by fitting the experimental data to
the equations, so we can compare �f and its experimentally deter-
mined value when no chiral selector is present. Moreover, we do
not need to measure �C experimentally in order to determine the
binding constant. In fact, �C often cannot be accurately measured
or even is impossible to be determined due to experimental lim-
itations such as ligand solubility [21] or capillary wall binding by
the ligand [22]. The non-linear curve fitting methods avoid these
problems and disadvantages. Similarly, the linear methods (Eqs.
(7)–(9)) are advantageous for systems where the mobility of the
analyte–ligand complex is not known and cannot be adequately
measured with a marker or at saturating concentrations of the lig-
and.

These four plotting methods were used to estimate the apparent
complexation constants of binaphthols and cyclodextrins at pH 11.5.
The advantage of working at this pH for the enantioseparation of
Binols was previously reported [16].

The mobilities of the analytes were systematically corrected for
the electrolytes’ viscosity changes due to the varied CD concentra-
tion. Thus, the electrophoretic mobilities were multiplied by the
ratio between the currents obtained with and without CD in the
solution [23].

The pKa of cyclodextrins is about (12.08–12.3) [24], thus the
cyclodextrin can begin to be dissociated at pH 11.5 and could exist
in ionized form. However, the ionization percentage is almost poor
≈15%, and as a first approximation, we hypothesized that this
percentage does not influence the determination of the apparent
complexation constant or complex mobility. This hypothesis was
validated by the comparison between the calculated mobility of
free Binol in the case of the various studied CDs using Eq. (6) and
the experimental values measured without CD (see Table 2). In fact,
a good agreement is observed between the experimental and cal-
culated values, and therefore, at pH 11.5, the dissociation of CD
was effectively considered to be negligible and not influencing the
calculation.

As a result, the proposed model could be used for estimating
the apparent complexation constants between binaphthols and
cyclodextrins at pH 11.5.

3.2. Apparent complexation constants and complex mobilities

As was illustrated above with a mathematical approach, in the

case of binaphthol, the mobilities of the S- and R-complexed enan-
tiomers are different from each other. Fig. 1a reports the theoretical
evolution of the electrophoretic mobilities as a function of the �-
CD concentration for the R and S enantiomers of Binol. Table 3
contains the apparent complexation constants between these two
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Table 2
Comparison between the experimental and calculated values of free Binol mobility
in the case of various experimentations realized during the enantioseparation of
Binol by means of various cyclodextrins at pH 11.5.

�free,exp (×10−8 m2 V−1 s−1) Binol (S, R) �free,cal (×10−8 m2 V−1 s−1)

�-CD −2.00
S −2.00
R −2.01

�-CD −2.00
S −2.02
R −2.02

�-CD −2.01
S −2.01
R −2.02

HP-�-CD −2.03
S −2.02
R −2.02

HP-�-CD −2.09
S −2.10
R −2.11

HP-�-CD −2.13
S −2.12
R −2.13

TM-�-CD −2.12
S −2.13
R −2.13

�free,exp: experimental value and �free,cal: calculated value using (Eq. (6)).

Fig. 1. (a) Variations of the electrophoretic mobility of Binol enantiomers as a
function of �-CD concentration. Curves identification: (�) experimental points and
continuous line for R-Binol; (©) experimental points and dashed line for S-Binol.
(b) Enantioseparation of Binol enantiomers with different concentrations of �-CD.
Experimental conditions: uncoated silica capillary (30 (40.2) cm × 50 �m ID); hydro-
dynamic injection: 3 s at 0.5 psi; T = 20 ◦C; �= 214 nm; voltage: 10 kV; electrolyte:
Na2HPO4/Na3PO4; pH 10.8; ionic strength: 8 × 10−2 M; [�-CD]: variable; sample:
Binol racemate spiked with the R enantiomer.

Table 3
The apparent complexation constants, and the complex mobilities�SC,�RC between
the S, R enantiomers of Binol and �-CD at pH 10.8.

K ′
S (M−1) 235
�SC (×10−8 m2 V−1 s−1) −0.49
R2 0.9996
K ′
R (M−1) 194
�RC (10−8 m2 V−1 s−1) −0.43
R2 0.9996

enantiomers and �-CD and the complex mobilities deduced from
the theoretical approach and the correlation coefficients.

It should be noted that these correlation coefficients are good.
Through examination of Table 3, we find that the apparent com-
plexation constants between the two enantiomers and �-CD are
different (235 M−1 for the S enantiomer against only 194 M−1 in the
case of the R enantiomer), and the electrophoretic mobilities of the
formed complexes are also slightly different. In addition, the abso-
lute values of the electrophoretic mobilities of the S-Binol/�-CD
complex are higher than that of the R-Binol/�-CD complex. In fact,
the electrophoretic mobilities of these two complexes, as they are
deduced from the theoretical treatment, are equal to −0.49 × 10−8

and −0.43 × 10−8 m2 V−1 s−1, respectively. This difference in the
apparent complexation constants for the Binol enantiomers as well
as the difference in the mobilities of the Binol/�-CD complexes
(K ′

S > K
′
R and�SC > �RC) rationalize the inversion observed exper-

imentally and shown in Fig. 1b.
The apparent complexation constants calculated between the

two Binol enantiomers and �-CD (K ′
S = 235 M−1 and K ′

R = 194 M−1)
are similar to those reported by Zerbinati and Trotta [25] for the
same enantiomers and the same cyclodextrin (272 M−1 for the S
enantiomer and 246 M−1 for the R enantiomer). In fact, the con-
stants that we deduced have the same magnitude reported by
these authors, and the interactions of the S enantiomer with the
hydrophobic cavity of �-CD are more favorable in the two cases. On
the other hand, theK ′

S/K
′
R ratio, and thus the thermodynamic selec-

tivity, is higher in our case than in the study of Zerbinati and Trotta
(1.22 versus 1.11). However, the approach used by these authors
is critical since they deduced their different values by applying
the model of Wren and Rowe [3–6], meaning without taking into
account the incomplete dissociation of binaphthol.

Table 4 shows some examples of the complex mobility of various
binaphthol (S,R)/CD couples calculated using Eq. (6) and for which
no inversion in the enantiomer migration order was observed as a

function of the cyclodextrin concentration.

Such an observation could be attributed to an insufficient dif-
ference of the electrophoretic mobilities of the S- and R-formed
complexes together with the magnitudes of the apparent com-

Table 4
Calculated mobilities of the formed complexes in the case of various BN/CD couples
at pH 11.5 using Eq. (6).

Binols CD �c,cal (×10−8 m2 V−1 s−1)

Binol (S)
�-CD

−0.37
Binol (R) −0.39

BN2 (1)
HP-�-CD

−0.45
BN2 (2) −0.44

BN3 (1)
�-CD

−0.38
BN3 (2) −0.34

BN4 (1)
HP-�-CD

−0.46
BN4 (2) −0.43

BN5 (1)
�-CD

−0.34
BN5 (2) −0.32

(1) and (2) corresponding to the first and second peaks of BN racemates.
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Table 5
Apparent complexation constants of different binaphthols and cyclodextrins calcu-
lated at pH 11.5 by the four plotting methods: (X) x-reciprocal, (Y) y-reciprocal, (XY)
double reciprocal and (XYZ) non-linear (K′ in M−1).

Binol BN2 (S/R) BN3 (S/R) BN4 BN5

S R 1 2 1 2

�-CD
K′ (X) 27 18 33 34 32 23 22 15
K′ (Y) 27 20 33 34 31 23 22 15
K′ (XY) 29 20 30 34 34 25 22 15
K′ (XYZ) 25 23 32 25 23 15 22 20

Binol BN2 BN3 BN4 BN5

S R 1 2 1 2 1 2 1 2

�-CD
K′ (X) 125 83 454 289 116 41 154 105 95 32
K′ (Y) 129 85 447 299 114 41 155 106 92 33
K′ (XY) 113 73 445 274 123 39 158 105 106 32
K′ (XYZ) 150 106 450 319 90 48 145 108 75 41

Binol BN2 BN3 BN4 BN5

S R 1 2 1 2 1 2 1 2

�-CD
K′ (X) 118 75 639 564 171 145 145 97 63 39
K′ (Y) 118 76 639 559 173 142 160 107 65 41
K′ (XY) 121 75 652 581 178 154 134 89 60 36
K′ (XYZ) 117 81 628 554 167 135 170 122 74 49

Binol BN2 (S/R) BN3 BN4 BN5

S R 1 2 1 2 1 2

HP-�-CD
K′ (X) 60 29 21 91 53 95 72 56 23
K′ (Y) 60 29 21 91 53 93 69 55 23
K′ (XY) 62 29 24 93 56 106 83 57 25
K′ (XYZ) 56 25 17 86 57 79 49 51 21

Binol BN2 (S/R) BN3 BN4 BN5

S R 1 2 1 2 1 2

HP-�-CD
K′ (X) 264 159 344 195 125 443 268 219 113
K′ (Y) 268 160 335 183 118 457 270 208 109
K′ (XY) 263 160 340 204 135 439 266 234 128
K′ (XYZ) 279 164 362 197 117 460 272 212 109

Binol BN2 BN3 BN4 BN5

S R 1 2 1 2 1 2 1 2

HP-�-CD
K′ (X) 91 52 607 476 109 90 122 71 34 14
K′ (Y) 95 53 644 470 115 94 125 73 35 15
K′ (XY) 93 51 598 473 103 84 124 72 34 14
K′ (XYZ) 96 57 655 483 121 96 137 81 36 15

Binol BN2 BN3 BN4 BN5

S R 1 2 1 2 1 2 1 2

TM-�-CD
K′ (X) 125 51 38 24 59 42 155 71 95 49

p
f
0
v
r
t

f

but also on the electrophoretic mobility of each complex formed
between the S and R enantiomers with the chiral selector and on
the concentration of the chiral selector. Therefore, the optimal chiral
selector concentration, which leads to a maximum electrophoretic

Table 6
Comparison between the theoretical optimal concentration of the cyclodextrin
[Copt]cal calculated from (Eq. (12)) and the experimental optimal concentration of the
cyclodextrin determined experimentally [Copt]exp at pH = 11.5 for various binaphthols
and cyclodextrins (concentration in mM).

Binol BN2 BN3 BN4 BN5

�-CD
[Copt]cal 56.2 – – 25 26.3
[Copt]exp 20 – – 20 20

�-CD
[Copt]cal 3.9 1.4 6.7 5.2 12.6
[Copt]exp 10 1.2 8 4 10

�-CD
[Copt]cal 5 1.5 4.4 4.5 7.3
[Copt]exp 6 2 7.5 4 7

HP-�-CD
[Copt]cal 14.8 – 9.3 14.6 17.4
[Copt]exp 15 – 10 10 15

HP-�-CD
[Copt]cal 4.2 – 5.2 2.8 5.2
[Copt]exp 4.4 – 10 3.3 6

HP-�-CD
[Copt]cal 9.8 1.6 7.5 7.3 10.8
K′ (Y) 128 51 40 24 60 42 158 70 94 48
K′ (XY) 120 50 34 24 54 43 156 77 90 48
K′ (XYZ) 135 55 51 17 65 38 163 66 92 44

lexation constants between the two enantiomers and the CD. In
act, the reported values of ��C in Table 4 are at most equal to
.04 × 10−8 m2 V−1 s−1, which must be closer to the calculated��C
alue in the case of Binol and �-CD (0.06 × 10−8 m2 V−1 s−1). These

esults remain insufficient for such an inversion to be observed in
he range of the experimentally explored concentration.

Table 5 shows the apparent complexation constant calculated
or the various studied binaphthol/CD couples by the four plotting
78 (2009) 631–637

methods (x-reciprocal, y-reciprocal, double reciprocal and non-
linear).

A good linearization with all of the three plotting methods was
observed with an average correlation coefficient of 0.997. Strong
correlation coefficients were also observed for the non-linear
method (average of 0.9991). As a result, a satisfactory agreement
between the four methods was observed for all considered BN/CD
couples.

In comparing the affinity between the different cyclodextrins
and the binaphthols, with regard to the studied CDs, HP-�-CD
has the highest affinity for the binaphthols, while �-CD has the
lowest one. Moreover, we found that the derivative CDs have rela-
tively stronger affinities for the binaphthols than the corresponding
native ones, except for �-CD, which globally developed stronger
interactions than its homologue HP-�-CD derivative.

Finally, in the case of the Binol with the �-CD, the effect of
increasing the electrolyte pH by 0.7 units led to a decrease in the
affinity of the two enantiomers for the hydrophobic cavity of the
cyclodextrin, as we could expect, since the ionization degree is
reinforced for the two partners.

3.3. Determination of (��S,R max) and the optimal concentration
of cyclodextrin

The mobility difference between a pair of S and R enantiomers
(��S,R) can be described from Eq. (6) in its most general form as

��S,R = �f +�RCK ′
R[C]

1 + K ′
R[C]

− �f +�SCK ′
S[C]

1 + K ′
S[C]

(10)

so (��S,R) depends not only on the apparent complexation con-
stants of both of the S and R enantiomers with the chiral selector,
[Copt]exp 8 2 7.5 7.5 8

TM-�-CD
[Copt]cal 9.9 30 13.6 8.3 9.7
[Copt]exp 10 25 15 7.5 10



alanta

m

W

a
c
W
E
i

a

w
2

t
t
e
t

M
a
a

t
t
w
t

4

t
b
t
e

a
a
M

[

[

[
[
[
[

[
[
[

N. Mofaddel et al. / T

obility (��S,R max) difference, can be achieved when

∂��S,R

∂C
= 0 (11)

ren and Rowe [3,4] simplified the determination of [Copt] by

ssuming that �SC =�RC =�C, and then [Copt] = 1/
√
KSKR. In the

ase of the Binols and as it was illustrated above, �SC /= �RC, so
ren–Rowe’s model is not valid; therefore, a direct resolution of

q. (11) must be used, which leads to a classic polynomial equation
n the form of

[C]2 + b[C] + c with [Copt] = −b +
√
�

2a
(12)

here �= b2 − 4ac, a = K ′
SK

′
R[K ′

S(�RC −�f) − K ′
R(�SC −�f), b =

K ′
SK

′
R(�RC −�SC) and c = K ′

R(�RC −�f) − K ′
S(�SC −�f).

Table 6 shows the comparison between the optimal concen-
ration of the cyclodextrin [Copt]cal calculated with Eq. (12) and
he optimal concentration of the cyclodextrin [Copt]exp determined
xperimentally by plotting (��S,R exp) as a function of the cyclodex-
rin concentration (0–20 or 25 mM).

We found a good agreement between the two concentrations.
oreover, by eliminating the [Copt]cal value corresponding to Bin1

nd �-CD outside of the studied concentration range, we obtained
94% correlation between [Copt]cal and [Copt]exp.

As a result, the proposed model is perfectly adapted to describe
he electrophoretic behavior of the enantioseparation of binaph-
hols by CD-CZE and to support the formed hypothesis that the
eak electrophoretic mobilities of the various studied cyclodex-

rins could be negligible.

. Conclusion

With regard to these results, we conclude that the proposed
heoretical model is well-suited to describe the electrophoretic
ehavior of the binaphthols in CD-CZE under the studied condi-
ions (pH range from 10.8 to 11.5) and, consequently, to model the

nantioseparation of binaphthols by means of CD-CZE.

The optimal cyclodextrin concentrations for the enantiosep-
ration of binaphthols determined by this model are in strong
greement with the values deduced from experimental data.
oreover, the electrophoretic mobilities of the complexes formed

[
[
[
[

[
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between the binaphthols and the various studied cyclodextrins
played a significant role in the enantioseparation. This model can
be applied to

• determine the optimal concentration of the chiral selector for the
weak monoacid and diacid analytes, and

• the reversal of the enantiomer migration order as a function of the
chiral selector concentration, using the apparent complexation
constants and the complex mobilities.
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a b s t r a c t

A partial least squares near infrared (PLS-NIR) method has been developed for the determination of several
physicochemical parameters in soils from different locations of the Region of Murcia. The method was
based on the proper chemometric treatment of diffuse reflectance spectra of soil samples. Reflectance
spectra were scanned from samples stored in glass vials in the NIR region between 800 and 2600 nm,
averaging 36 scans per spectrum at a resolution of 8 cm−1. Models were built using reference data of
39 samples selected from a dendrogram obtained after hierarchical cluster analysis of NIR spectra of
soils and prediction parameters were established from a validation set of 109 additional samples of the
same area not considered to build the model. Organic matter, CaCO3, pH, electrical conductivity (EC),
together with several trace metals as Cr, Co, Ni, Cu, Zn, As, Se, Cd and Tl, were employed as characteristic
Near infrared

Diffuse reflectance
Soils
H

parameters of the soils under study, and found results evidenced that PLS-NIR provides a valuable tool for
screening purposes providing residual predictive deviations which ranged from 0.9 to 1.5 as a function of
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. Introduction

Soils are multi-functional media with a fundamental role in the
nvironment. Soils are porous matrices, in which air, water and
iota occur together and forming an essential part of the land-
cape, preserving the memories of our past and being themselves
relevant part of our cultural heritage [1].

Unfortunately, soil resources are being irreversibly lost and
egraded at an unprecedented rate as a result of increasing and
ften conflicting demands coming from nearly all economic sectors,
ncluding agriculture, industry, construction, tourism and trans-
ort. This is the particular case of the Region of Murcia (South-East
pain) with an important agricultural activity for centuries and
here the early detection and possible remediation of desertifi-

ation processes is a main concern.
Resilience and capability of soils to filter and absorb contam-

nants imply that damages cannot be perceived till an advanced

tage, being thus an important reason for the monitoring of
oils. Nowadays, after many years of misuse, the signs and
he impacts of human activities can be clearly evidenced and
esponses both, corrective and preventive are required, looking
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039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
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to avoid the transference of soil damage to future generations
[2].

Soil testing is the series of analysis of a soil sample made to
determine nutrient content, composition and other characteristics,
including contaminants. This analysis can provide useful informa-
tion in the context of sustainable development in order to protect
the soil against multiple hazards, among them contamination, par-
ticularly that from human actions [3].

The terms soil quality and soil health are often interchangeably
used to describe the ability of soil to support several activities as
crop growth without becoming degraded or otherwise harming the
environment [4]. Soil quality can be evaluated from some particular
biological, chemical and physical properties, which are defined with
specific units of measure, being also possible to evaluate the afore-
mentioned properties against some common standards or analyzed
for improvements over time [5].

Organic matter is an essential fraction of the soil composed of
anything that was once alive, which includes plant and animal
remains in various stages of decomposition, cells and tissues of
soil organisms, and other organic substances [6]. The importance of

soil organic matter is due to its impact on other biological, chemi-
cal and physical indicators of soil quality [7]. Soil pH is a measure
of the acidity or alkalinity of the soil, depends on the rock from
which the soil was formed (parent material) and climate, vegeta-
tion, topography and time that acted on it [8]. In short, it is a master
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Table 1
State-of-the-art of published works related to the characterization of soil and sediment samples using NIR spectroscopy.

Sample Determined
propertiesa

Chemometric
technique

Spectral range
(nm)

Total number
of samples

Concentration ranges Validation procedure Prediction figures
of merit

Ref.

Freshwater sediment Zn, Cu, Ni
and Cd

Partial Least
Squares
Regression
(PLS)

1100–2500 169 Cd 0.011–2.49 �g/g Odd-numbered spectra
as calibration set and
even-numbered spectra
as prediction set

Cd RPD = 1.74

[20]

Cu 1–48 �g/g Cu RPD = 3.35
Ni 2–27 �g/g Ni RPD = 2.96
Zn 10–65 �g/g Zn RPD = 3.80

Soils from different
locations across
Uruguay

Cu Modified PLS
(MPLS)

400–2500
(Vis-NIR)

332 Cu 0.6–31.3 �g/g Cross-validation RPD = 2 [21]

Soil from a metal
mining region

Zn, Cd, Cu
and Ni

PLS 400–2500 70 Cd 1–36 �g/g Cross-validation Cdb NRMSD = 0.92

[22]
2500–25 Cu 1–78 �g/g Cu NRMSD = 0.49
000 Ni 1–78 �g/g Ni NRMSD = 0.29
(MIR) Zn 1–4800 �g/g Zn NRMSD = 0.84

Polluted soils As, Cu and
Zn

MPLS 400–2500 100 As 16.3–225.4 �g/g 70 samples for
calibration and 30 for
an external validation

As RPD = 2.25 [23]

Cu 19.4–483.8 �g/g Cu RPD = 1.59
Zn 70.5–2112.3 �g/g Zn RPD = 1.96

Forest soil organic
horizons

Zn MPLS 400–2500 74 40–4601 �g/g Group cross-validation RPD = 1.1 [24]

Soils Ni, Cr, Co
and Cd

PLS 400–2500 – – – – [25]

Soils – PLS 400–2500 200 – Cross-validation – [26]

Soils pH and
organic
matter

Classification
and regression
trees

400–2460 273 Organic matter 0–82% Calibration using 67% of
the data; validation
performed using the
remaining data (33%)

Organic matter
RPD = 5.89

[27]

pH 3.33–7.21 units pH RPD = 2.39

Soils – MPLS 400–2500 127–175 – – – [28]
Lake sediments pH PLS 400–2500 52 4.6–8.4 Internal

cross-validation
pH RMSEP = 0.4 [29]

Soil from all regions of
Denmark

– PLS 400–2500 32–471 Cross-validation – [30]

Agricultural soils – PLS 350–2500 122 Calibration using 3/4 of
the data; validation
performed using the
remaining data 1/4

– [31]

Soils from four major
land resource areas

pH, Cu and
Zn

PCR 1300–2500 Cu n = 761 Cu 0.3–130.6 �g/g Cross-validation Cu RPD = 0.92

[32]
Zn n = 762 Zn 0.1–373.3 �g/g Zn RPD = 1.07
pH (H2O)
n = 743

pH (H2O) 3.9–8.5 units pH (H2O)
RPD = 1.43

pH (CaCl2)
n = 743

pH (CaCl2) 3.5–8.0 units pH (CaCl2)
RPD = 1.47

Soils Organic
matter and
pH

PCA-PLS 350–2500 165 Organic matter 1.05–1.65% 135 samples for
calibration and 30
samples for validation

Organic matter
RMSEP = 0.13%

[33]

pH 6.42–7.05 units pH RMSEP = 0.09
units

Soils Organic
matter

PLS 400–2500 125 1.06–1.65% 95 samples for
calibration and 30
samples for prediction

RMSEP = 0.13% [34]

Soils pH, electrical
conductivity
(EC)

PCR 250–2500 161 – – – [35]

Soils – PLS NIR 108 – Randomly 30% samples
for validation and the
rest for calibration

– [36]

Soils Organic
matter

Radial basis
function
networks
(RBFN)

1000–2500 200 0.40–4.88% 140 samples for
calibration and 60
samples for validation

RMSEP = 0.25% [37]

Sediments pH, As, Cd
and Cr

PLS 833–2976 81 pH 7.41–8.48 units 31 samples for
calibration and 50
samples for validation

pH RPD = 1.46

[38]

As 15.0–43.3 �g/g As RPD = 1.4
Cd 0.13–0.97 �g/g Cd RPD = 1.3
Cr 41.5–365 �g/g Cr RPD = 1.6

a Only physicochemical properties evaluated, in the cited reference, which are in concordance with those evaluated in the present study are reported.
b NRMSD means ration between normalized root mean squared deviation and mean content of each parameter.
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ariable that together with organic matter controls the speciation
nd bioavailability of metals [9].

Toxic metals, which are among the most widespread pollutants
f the biosphere, are also an important soil quality parameters [9]
ue to their persistence and because soils with elevated levels of
oxic metals exhibit negative effects on human health.

Calcium carbonate (also known as lime) is also an important
arameter for measuring in soils as it dominates the problems
elated to agricultural land use. Calcium carbonate accumulation
s a major influence in semiarid soil development as it accumu-
ates over time in soils and systematic morphological changes occur
ffecting the way water infiltrates the soil profile [10].

The electrical conductivity (EC) evidences the ability of soil to
onduct electrical current. EC estimates the soil salinity or the total
mount of dissolved ions in the water and is the most useful and
asily obtained spatial property of soil that influences crop produc-
ivity. The EC value can be considered a combination of physical and
hemical properties of soils [11].

The soil quality assessment requires the analysis of many param-
ters in a great number of samples; but no official quantitative
ethods to determine soil quality are available at the present

ime. This absence of methodologies to evaluate soil health is
n part associated with a lack of understanding of the soil eco-
ogical processes in sustaining plant growth and environmental
uality [12]. So it implies the use of different conventional meth-
ds, generally based on the use of selective electrodes for pH
13], electrical resistivity, electromagnetic induction or coulter-
ased sensors for EC [14] measurements, loss-of-ignition and
ravimetric methods for organic matter [15] gasometric and vol-
metric methods for calcium carbonate [16,17] as well as methods
ommonly involving wet digestion of solid samples in hot con-
entrated acids followed by inductively coupled plasma (ICP) or
tomic absorption spectrometry (AAS) for trace metal determina-
ion [18,19].

In general, all the aforementioned methods are expensive,
edious, complex and highly time-consuming. For this reason a fast,
heap and accurate alternative is always welcoming. In contrast,
ear infrared (NIR) spectroscopy combined with the appropriate
athematical treatment can provide unique tools for the direct and

imultaneous determination of many parameters in solid samples
ased on the treatment of well characterized samples and the deep
valuation of the prediction capabilities of built models.

On considering all the aforementioned advantages, there are
everal references in the literature related to the determination of
oil parameters using fast non-destructive procedures.

After a bibliographic search, focused on applications of
eflectance measurements to determine quality indicators of soils
21–28,30–37] or sediments [20,29,38] NIR measurements (see
able 1), it can be appreciated that for the determination of
ome biological, chemical and physical parameters it has been
sed the region compressed between 400 and 2500 nm, which
elongs to visible plus near-infrared regions, combined with sev-
ral multivariate approaches, such as partial least squares (PLS)
20,22,25,26,29–31,33,34,36,38], modified partial least squares
MPLS) [21,23,24,28], classification and regression trees [27], prin-
ipal component regression (PCR) [32,35] and radial basis function
etworks (RBFN) [37].

However, one of the main drawbacks in the revised literature
oncerning this kind of studies is the wide employment of cross-
alidation strategy for evaluating obtained results. This procedure
ot permits to ascertain whether predicted values from the model

re likely to accurately predict responses on future samples or sam-
les not used to develop the model as it uses for prediction the same
ata used for fitting the model.

Through the present work, the development of a fast, accu-
ate and reagent free analytical method useful for testing soils
8 (2009) 388–398

from the Region of Murcia employing diffuse reflectance NIR
spectroscopy measurements and multivariate calibration has been
persecuted.

2. Experimental

2.1. Apparatus and reagents

A Fourier transform near infrared (FT-NIR) spectrometer Bruker
model Multipurpose Analyzer (MPA) equipped with an integrating
sphere, used as measurement accessory, and controlled by OPUS®

for Windows® software from Bruker Gmbh (Bremen, Germany),
was employed for diffuse reflectance near infrared spectra acquisi-
tion.

For instrumental and measurement control, as well as for spectra
acquisition and data manipulation and treatment, it was employed
the OPUS program (Version 4.2) from Bruker. PLS calibration models
were also established using the aforementioned program.

For locating the soil sampling points a Global Positioning System
(GPS) GeoExplorer® 3, a Handheld GPS mapping and GIS (Geo-
graphic Information System) data collection/maintenance system,
was used.

2.2. Site description, soil sampling and reference procedures

The field chosen for this study is located across Murcia region
(South-East Spain) (Fig. 1). A total number of 148 soil samples, col-
lected from 18 different locations were used for the present study.

Soil samples were taken with a spade from the surface to a depth
of 10 cm. The samples were transported to the laboratory on the
same day, where they were dried (35 ◦C) and sieved (2 mm) before
analysis of physicochemical parameters, such as organic matter,
CaCO3, pH, electric conductivity and trace metal content. Before
the NIR analysis, the dried and sieved samples were ground with
mortar and pestle.

Soils were grinded using a mixer mill model MM 200 from
RETSCH Gmbh (Haan, Germany) and split in fractions through a
sieving test to separate the fraction with particle size lower than
45 �m and stored in plastic containers. Both, chemistries and dif-
fuse reflectance NIR spectra scanning were directly done on this
last fraction.

To obtain the reference data of samples the following methods
were used.

Organic matter was determined by sulfochromic oxidation [38],
according to the NF X 31-109 standard [39], while CaCO3 content of
soil samples was determined by volumetric method using a Bernard
calcimeter previously calibrated against Na2CO3 [40] being found a
variability range from 0.04% to 6.93% (w/w) and from 3.3% to 75.2%
(w/w), respectively.

Physical parameters like pH (H2O) and pH (KCl) (pH at a spec-
ified soil KCl ratio) ranged from 7.60 to 8.63 and between 6.7 and
8.2, respectively; as well as electric conductivity (EC), which varied
from 0.04 to 23 dS/m, were also experimentally measured in the
soil samples.

The pH was determined in a 1:5 suspension of soil in Milli-Q
quality water and in a 1 M KCl solution [41] using a Crison GLP21 pH
meter. Electrical conductivity (EC) (dS m−1 at 25 ◦C) was measured
using a Crison GLP31 meter in the extracts obtained by filtering
the 1:5 suspensions through a 0.45 �m cellulose acetate disk fil-
ter.

Trace element data concentrations were experimentally deter-

mined in soil samples, by using reference procedures based on
electrothermal atomic absorption spectrometry. Soil samples used
in the present study contain from 5 to 197 �g g−1 Cr, between 2 and
28 �g g−1 Co, between 4 and 74 �g g−1 Ni, from 2 to 93 �g g−1 Cu,
from 10 to 188 �g g−1 Zn, between 0.3 and 64 �g g−1 As, between
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Fig. 1. Sampling soil loca

.003 and 0.8 �g g−1 Se, between 0.016 and 0.8 �g g−1 Cd and
etween 0.10 and 1.3 �g g−1 Tl, ranging from high concentrations

n the part of the region with an important industrial activity, to
atural background levels.

.3. Diffuse reflectance NIR spectroscopy analysis

Samples were located in the same temperature controlled room
here the spectrometer was placed before to carry out their anal-

sis.

Diffuse reflectance near infrared spectra for each sample were

btained in Kubelka–Munk units, by triplicate, directly from the
amples inside wheat on polyethylene terephthalate (PET) liquid
cintillation glass vials (21 mm × 59 mm) of 20 ml volume used as
easurement cell. Taking into consideration previously reported
in the Region of Murcia.

works made on estuarine sediment samples [42,43], sample spectra
were scanned from 800 to 2600 nm (12,500–3846 cm−1) by averag-
ing 36 scans per spectrum using a nominal resolution of 8 cm−1, as
instrumental conditions, which take a measurement time of 16.8 s
per spectrum.

The background spectrum was acquired from the integrat-
ing sphere under the same instrumental conditions than those
employed for soil sample measurement.

2.4. Chemometric data treatment
To evaluate possible classes among soil samples under study,
hierarchical cluster analysis of their diffuse reflectance NIR spec-
tra was made using OPUS program (Version 4.2) from Bruker. As
already stated in previous works [43,44] similar criteria, as those
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instrumental noise) and as a guide for the appropriate cut-off value
selection for establishing the correct number of groups of samples.
Additionally, for this purpose, a target sample located in different
vials and measured in different days, was also used.
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lready used for other types of samples, were employed through
his work.

We selected a dendrogram classification using Euclidean dis-
ance to compute the similarity between all pairs of samples to
e clustered with Ward linkage as algorithm for hierarchical clus-
ering upon considering the frequency range between 850 and
550 nm on the vector normalized spectral data. Vector normal-

zation algorithm normalizes a spectrum by first calculating the
verage intensity value and subsequent subtraction of this value
rom the spectrum. Then the sum of the squared intensities is cal-
ulated and the spectrum is divided by the square root of this sum.

From the dendrographic distribution, based on the diffuse
eflectance NIR spectra of soil samples, both, calibration and valida-
ion, data sets were established. The appropriate PLS models were
uilt using the best wavelength range, pre-processing method, and
ppropriate number of factors for physical (pHs and EC) and chem-
cal (organic matter, CaCO3 and trace metals) characterization of
oils from a calibration set of analyzed samples and applied for the
rediction of the previously cited parameters in a validation set of
amples but different than those used for calibration.

For building the best PLS regression models, different spectral
indows were tested. An approach similar than synergy interval

LS (siPLS) method [45], which splits the data set into a cho-
en number of intervals (continuous sections) and calculates all
ossible PLS models, was used in order to select the optimum
pectral region/s. For this purpose, the spectral range compressed
etween 1000 and 2600 nm, was split into 10 equally large regions
nd successively combinations of them were calculated. The opti-
ization procedure starts with one frequency range block and

uccessively adds further blocks up to 10 to find the best combi-
ation, always looking for the lowest root mean square error of
rediction (RMSEP).

The optimum number of PLS factors was selected from the min-
mum of the resulting graph of predicted residual error sum of
quares (PRESS).

The main purpose was to estimate the average deviation of the
odel from the reference data and the actual possibilities to use
IR spectra of soils for screening of physical and chemical charac-

eristics of soils.
Several figures of merit related to the model’s fit, such as, the root

ean square error of calibration (RMSEC), the root mean square
rror of cross-validation (RMSECV) and the coefficient of regression
r) were calculated in order to test the model coherency.

Predictive power was evaluated through the use of the RMSEP.
oreover, prediction accuracy was established by using the quality

oefficient (QC) [46,47], which gives an indication of the percentage
rror to be expected for the estimated parameters in samples not
sed for calibration, and was calculated using Eq. (1):

C (%) =

√∑n
i=1(x̄calc − xref/xref)

2

(n− 1)
× 100 (1)

here x̄calc is the mean value obtained from the triplicate analysis
y NIR spectroscopy for a selected parameter, xref is the parameter
alue obtained using the reference procedure and n is the number
f total objects (no triplicates).

An additional quality indicator, as the residual predictive devi-
tion (RPD), was also used to evaluate the predictive ability of the
LS models by introducing the variability range of each considered
arameter [48]. For robust NIR calibration models low error of esti-
ation (RMSEP) as compared with the spread in composition of
hat property in the validation population must be achieved. The
ncrease of the value of RPD means an improvement of the power
f the model to predict accurately the considered property.

In spite that several data treatment were carried out for obtain-
ng the best prediction capabilities of the corresponding models,
8 (2009) 388–398

only the most significant information is presented through this
paper.

2.5. Cluster analysis

Cluster analysis refers to different algorithms and segmentation
methods used to identify groups of observations, within a data set,
sharing common characteristics.

Hierarchical clustering is a general approach to cluster analysis,
in which objects are analyzed to look for their similarities. Calcu-
lations start with any a priori notion of group characteristics and
make the grouping of objects through a repeated calculation of the
distance measures between objects.

The two main categories of methods for cluster grouping are
agglomerative and divisive methods. In agglomerative methods each
observation is considered as a separate cluster and then combined
with other observations inside a cluster by considering similarity
measurements. In contrast to that divisive methods start consid-
ering all the observations grouped in a single cluster and splitting
it into smaller clusters through the consideration of dissimilarity
measurements.

The outcome of hierarchical cluster analysis is represented
graphically as a dendrogram, established using a characteristic dis-
tance, used to describe the union between samples, which is related
to how similar the numerical properties of sample are (For our
purpose, diffuse reflectance near infrared spectra).

In the present study, a divisive method based on the Euclidean
normal and Ward linkage method was used.

It must be noticed that through this study replicate spectra
obtained for each sample were considered separately for evaluat-
ing the dissimilarity for the same sample (as a consequence o the
Fig. 2. Diffuse reflectance NIR spectra of different soil samples from the Region of
Murcia. Instrumental conditions: 8 cm−1 nominal resolution and 36 cumulated scans
per spectrum. Note: All spectra were maximized on the y-axis in order to clearly show
the spectral differences between them.
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Fig. 3. Dendrographic classification of soil samples obtained using the Euclidean distance to compute the similarity between all pairs of samples to be clustered with Ward
linkage as algorithm for hierarchical clustering upon considering the frequency range between 850 and 2550 nm on the vector normalized spectral data. For details about
cluster group composition see data in Table 2. Samples were labeled using an abbreviation of the sampling location (see Fig. 1) joint to a numerical identification.
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. Results and discussion

.1. Soils diffuse reflectance near infrared NIR spectra

Soil samples tested in the present study provided characteristic
IR spectra in the region compressed between 800 and 2600 nm

12,500–3846 cm−1) as it can be seen in Fig. 2.
In general, the major part of soil spectra evidence three major

bsorption peaks (around 1400, 1900, and 2200 nm) across the
ear-infrared region.

As it has been stated in previous works [49,50], reflectance
haracteristics of soils are related to chemical groups present in
he organic matter, among them chlorophyll, oil, cellulose, pectin,
tarch, lignin, and humic acids, which are spectrally active groups
n the near infrared (400–2500 nm) region.

Prominent absorption bands exhibited in the near-infrared
egion around 1414 nm could be related to C–H combination or O–H
water) first overtone. The most intense band located at 1914 nm
ould be associated to the either O–H stretch first overtone or C O
tretch second overtone (in this latter case associated to the pres-
nce of inorganic carbonate fraction).

The absorption band at 2208 nm could correspond to C–H
tretch/C O stretch combination.

Around 2350 nm it is possible to identify an absorption band
hich could be assigned to the absorption of CH2 (cellulose) bend

econd overtone.
A no well defined band, near to the extreme region of spectra

2530 nm) can be also observed and associated to the asymmetric
–N–C stretch first overtone.

Additionally, some soil samples exhibit other relevant absorp-
ion bands located at 1444 nm (C–H combination, O–H stretch first
vertone or carbonate stretch third overtone assignment), 1490 nm
N–H stretch first overtone, O–H stretch first overtone, symmetric
–H stretch first overtone or N–H stretch first overtone), 1538 nm

O–H stretch first overtone), 1748 nm (S–H stretch first overtone),
780 nm (C–H stretch first overtone or C–H stretch/HOH defor-
ation combination), 1942 nm (O–H bend second overtone) or

989 nm (N–H stretch/N–H bend combination).

.2. Diffuse reflectance NIR spectra treatment

In order to achieve the best correlation between physical and
hemical properties of soil samples and their corresponding NIR
pectra, PLS regression models were built based on the use of oppor-
une correction algorithms, such as the use of first order derivative
pectra, multiplicative scattering correction or vector normaliza-
ion on the selected spectral range.

First derivative spectra emphasize steep edges of a peak as well
s pronounced, but small features over a broad background. The
ain drawback on using this method for spectral pre-treatment

ies to the fact that spectral noise is also enhanced.
Vector normalization, generally employed to compensate the

ifferent samples sizes, implies the normalization of a spectrum
alculating the average intensity and then subtracting this value
rom the spectrum. After that the sum of the squared intensities
s calculated and the spectrum divided by the square root of this
um.

Other method often used for spectra pre-treatment in diffuse
eflectance sampling mode, is Multiplicative Scatter Correction
MSC), which performs a linear transformation of each spectrum
o match the average spectrum of the whole set.
.3. Cluster classification of soil samples from their NIR spectra

In order to check similarities among samples considered, a
lustering method was applied previously to multivariate data
8 (2009) 388–398

treatment. This task must be considered an important step to
carry out the adequate selection of a representative calibration set
according to the variability of samples under study, thus improving
the prediction capabilities of the model.

Dendrographic classification of samples under study is shown
in Fig. 3 and, as it can be seen, from this figure, 11 different types of
samples could be identified for a cut-off value of 1.

After dendrogram observation it is possible to state that main
groups of formed clusters (from left to right) are directly correlated
with the intensity of the NIR spectra of soils being samples with
high diffuse reflectance level grouped together.

It is clear that trace metal do not show specific absorption fea-
tures in the NIR region, but it was detected a slight correlation
between cluster structure and some trace metals due to their possi-
ble association with hydroxides, sulfides, carbonates, or oxides that
are detectable [51]; or through their adsorption to clays that absorb
in this wavelength range [52].

On the other hand, as diffuse reflectance intensity seems to be
mainly related with the carbon, hydrogen and nitrogen composi-
tion, and in general, soil reflectance decreases on decreasing the
organic matter content [50], clusters could basically relate with the
content of these chemical parameters.

Mean and standard deviation values of soil physicochemical
parameters (organic matter, CaCO3, pH, EC and trace metals) under
study are detailed in Table 2 , for the 11 clusters obtained, ordered
from the top to the bottom of Fig. 3.

As stated sample indicators no strict correlation, between the
different identified clusters and collected samples from sampling
locations, was found.

3.4. Selection of the calibration and validation sets

One of the most important tasks in multivariate NIR analysis is
building a good calibration model, being the number and nature of
samples used for calibration main critical factors when multivariate
analysis is used. Furthermore, the validity of the model must be
tested, usually in a correct way by splitting sample data set into two
independent sets; one for calibration and the other for validation.

The calibration can be used to predict future unknowns, assum-
ing that they are in the same sample population as those used in
the calibration set.

For this reason, dendrogram of Fig. 3 was considered as a useful
tool to do both, the proper selection of the calibration and validation
data sets, and the confirmation of the nature of unknown samples.

The criterion used to choose the calibration set was based on
the selection of at least one sample from each cluster. In the case
of clusters containing several samples, the round square root value
of the total number of samples included in the cluster was selected
for calibration while the remaining samples were integrated in the
validation set. Samples were always randomly selected from each
cluster.

Based on the aforementioned considerations, we built the cal-
ibration models using 39 samples. Predictive capabilities and
analytical features of models were established using 109 sam-
ples. As shown in Table 3, the average data and data dispersion
of all parameters evaluated are very similar for both considered
sets.

3.5. Determination of quality indicators from soils

Spectral range and number of factors employed to build PLS cal-

ibration models were optimized for each one of the parameters
considered in order to avoid under-fitting and over-fitting as well as
to avoid the consideration of uninformative variables. Tables 4 and 5
summarize the main figures of merit of the best found models for
the considered parameters through this study.
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Table 2
Characteristics of soil samples from different parts of the Region of Murcia (South-East Spain) classified into clusters after dendrographic treatment of NIR data.

Cluster
index

Number of
samples

Organic matter (% w/w) CaCO3 (% w/w) pH (H2O) pH (KCl) Electric conductivity (dS/m) Samples

Mean ±s Mean ±s Mean ±s Mean ±s Mean ±s

1 25 1.2 0.7 42 18 8.1 0.3 7.5 0.3 1.5 1.4 A-10, J-48, Y-29, C-7, Z-18,
CE-21, J-6, Mu-35, Z-27, Mu-54,
AL-49, CE-7, MC-53, Mu-1,
Y-32, CO-10, CO-21, MC-44,
Mu-19, P-38, O-13, CO-41,
Mu-47, O-7, CV-43

2 13 2.1 1.7 35 18 8.09 0.18 7.45 0.18 3 4 A-11, A-3, A-13, AL-33, O-15,
CE-50, Y-46, Z-4, CV-13, O-31,
Z-25, O-29, O-5

3 23 1.4 1.0 44 16 8.17 0.15 7.47 0.16 1.4 1.2 A-15, CE-43, CV-31, O-8, Y-38,
Z-21, Z-8, Z-13, AL-21, PL-14,
CO-26, AL-11, Mu-41, Mu-52,
O-21, Mu-27, Mu-51, CV-52, Y-
2, O-47, O-54, Y-28, Y-31

4 23 2 2 39 12 8.1 0.3 7.53 0.19 0.9 1.0 C-33, CA-3, O-49, O-18, J-25,
J-36, VB-49, J-47, O-37, MC-48,
O-52, Y-40, C-42, P-29, O-44,
O-9, CA-22, O-16, O-17, MC-51,
CV-35, J-31, Z-10

5 8 1.7 0.8 39 19 8.25 0.17 7.7 0.2 0.48 0.18 C-6, CA-21, Y-14, O-32, MC-52,
MC-47, O-40, J-35

6 5 1.0 0.5 15 8 8.18 0.16 7.68 0.08 4 3 A-12, CP-1, A-16, A-26, CP-2
7 6 0.9 1.2 20 17 8.08 0.18 7.73 0.16 6 9 A-27, CP-5, PL-33, PL-50, PL-41,

PL-5
8 18 1.0 0.7 57 9 8.2 0.2 7.5 0.2 2 3 C-13, CA-25, CE-34, Mu-42,

Mu-46, Mu-48, C-14, CA-27,
CA-23, C-15, CA-38, F-42,
CE-26, CV-54, CE-30, CO-20,
O-51, O-14

9 17 0.9 0.9 49 11 8.2 0.3 7.6 0.2 1.1 1.0 CA-24, J-16, CO-50, O-36,
CO-34, CV-34, O-12, O-22,
O-43, O-48, Mu-10, O-20, O-46,
O-23, CE-24, Mu-43, Mu-37

10 3 2.0 1.5 24 21 7.9 0.2 7.60 0.10 4 3 C-52, C-53, F-50
11 7 0.8 1.2 9 4 8.0 0.2 7.64 0.17 5 4 CP-4, PL-31, PL-49, PL-29,

PL-32, PL-40, PL-39

Cluster
index

Number of
samples

[Cr] [Co] [Ni] [Cu] [Zn] [As] [Se] [Cd] [Tl] Samples

Mean ±s Mean ±s Mean ±s Mean ±s Mean ±s Mean ±s Mean ±s Mean ±s Mean ±s

1 25 39 20 13 19 23 13 19 12 99 34 8 6 0.34 0.10 0.31 0.16 0.38 0.18 A-10, J-48, Y-29,
C-7, Z-18, CE-21,
J-6, Mu-35, Z-27,
Mu-54, AL-49,
CE-7, MC-53, Mu-1,
Y-32, CO-10, CO-21,
MC-44, Mu-19,
P-38, O-13, CO-41,
Mu-47, O-7, CV-43

2 13 50 31 12 8 25 16 23 14 107 69 11 9 0.27 0.09 0.3 0.2 0.50 0.19 A-11, A-3, A-13,
AL-33, O-15, CE-50,
Y-46, Z-4, CV-13,
O-31, Z-25, O-29,
O-5

3 23 43 30 11 6 25 16 21 15 105 44 7 3 0.28 0.10 0.3 0.3 0.39 0.17 A-15, CE-43, CV-31,
O-8, Y-38, Z-21,
Z-8, Z-13, AL-21,
PL-14, CO-26,
AL-11, Mu-41,
Mu-52, O-21,
Mu-27, Mu-51,
CV-52, Y- 2, O-47,
O-54, Y-28, Y-31

4 23 35 21 8 4 20 13 26 43 99 56 5 2 0.31 0.14 0.40 0.19 0.43 0.16 C-33, CA-3, O-49,
O-18, J-25, J-36,
VB-49, J-47, O-37,
MC-48, O-52, Y-40,
C-42, P-29, O-44,
O-9, CA-22, O-16,
O-17, MC-51,
CV-35, J-31, Z-10
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Table 2 (Continued )

Cluster
index

Number of
samples

[Cr] [Co] [Ni] [Cu] [Zn] [As] [Se] [Cd] [Tl] Samples

Mean ±s Mean ±s Mean ±s Mean ±s Mean ±s Mean ±s Mean ±s Mean ±s Mean ±s

5 8 39 30 8 4 21 9 18 6 120 51 7 2 0.30 0.12 0.45 0.17 0.43 0.18 C-6, CA-21, Y-14,
O-32, MC-52,
MC-47, O-40, J-35

6 5 87 19 17.8 1.9 46 8 56 8 130 53 39 16 0.31 0.11 0.385 0.018 0.8 0.2 A-12, CP-1, A-16,
A-26, CP-2

7 6 122 42 22 5 57 9 56 22 145 29 20 10 0.30 0.06 0.16 0.11 0.86 0.12 A-27, CP-5, PL-33,
PL-50, PL-41, PL-5

8 18 46 25 14 13 33 20 44 51 111 45 7 2 0.32 0.11 0.3 0.2 0.35 0.19 C-13, CA-25, CE-34,
Mu-42, Mu-46,
Mu-48, C-14,
CA-27, CA-23, C-15,
CA-38, F-42, CE-26,
CV-54, CE-30,
CO-20, O-51, O-14

9 17 30 18 7 5 19 14 29 48 89 45 6 2 0.30 0.11 0.5 0.2 0.44 0.14 CA-24, J-16, CO-50,
O-36, CO-34,
CV-34, O-12, O-22,
O-43, O-48, Mu-10,
O-20, O-46, O-23,
CE-24, Mu-43,
Mu-37

10 3 25 19 14 9 20 13 25 16 162 145 3.6 0.5 0.27 0.06 0.4 0.3 0.15 0.04 C-52, C-53, F-50
11 7 110 22 21 4 55 10 47 6 134 39 16 14 0.31 0.11 0.17 0.09 1.0 0.2 CP-4, PL-31, PL-49,
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ote: ±s refers to the standard deviation of the mean. See Fig. 1 for additional inform

.5.1. Chemical and physical indicators determination
The main characteristics of models and results obtained for

rganic matter and CaCO3 contents, pH and EC determination are
etailed in Table 4.

As it can be seen, from 1 to 3 combined optimal spectral regions
ere selected for the determination of each different physicochem-

cal parameter under study. The number of PLS factors ranged

rom 2 to 6. It must be also noticed differences on optimal spec-
ral region, pre-processing method and number of PLS factors used
or the determination of the same parameter, pH, but based on a
ifferent measurement criterion with coincident results in both
ituations.

able 3
escriptive statistics of calibration and validation data sets used for PLS-NIR analysis of so

et Number of samples Trace metals (�g g−1)

[Cr] [Co] [Ni] [Cu]

Mean ±s Mean ±s Mean ±s Mean

alibration 39 56 40 12 6 29 17 29
alidation 109 44 30 10 7 26 17 24

et Number of samples Other parameters

Organic matter (% w/w) CaCO3 (%

Mean ±s Mean

alibration 39 1.7 1.2 35
alidation 109 1.3 1.3 42

able 4
ummary for the analytical figures of merit obtained through the use of PLS-NIR models fo
f Murcia.

arameter Wavenumber range (nm) Spectral treatme

rganic matter (% w/w) 1658–1886/2185–2374 MSC + FD
aCO3 (% w/w) 1336–1405/1480–1886/2185–2374 MSC + FD
H (H2O) 1404–1659 None
H (KCl) 1369–1553 MSC + FD
C (dS/m) 1011–1107/1224–1370/1552–1794 Vector normaliza

ote: QC is the quality coefficient. RPD is the residual predictive deviation. For additional
PL-29, PL-32,
PL-40, PL-39

on the sampling sites. All trace metal concentration values are expressed in �g g−1.

The best RPD value, 1.5, was achieved for CaCO3 determina-
tion while for all the rest of parameters RPD values around 1 were
obtained.

The QC parameter obtained for pH prediction was 3% but
increased till 40% for CaCO3 and it was 80% for organic matter
and 166% for EC, thus indicating a poor predictive capability for
the last two parameters. This fact and the RMSEP values found

(which varied from 0.19 to 11) indicate that some of the afore-
mentioned parameters may not be accurately predicted using NIR
spectroscopy. However, it is clear that prediction results are of a
great value for screening purposes, especially in long term studies
focused on the same area.

il samples from different parts of the Region of Murcia.

[Zn] [As] [Se] [Cd] [Tl]

±s Mean ±s Mean ±s Mean ±s Mean ±s Mean ±s

18 110 52 11 13 0.32 0.12 0.32 0.16 0.5 0.3
17 102 41 8 7 0.30 0.10 0.4 0.2 0.5 0.2

w/w) pH (H2O) pH (KCl) EC (dS/m)

±s Mean ±s Mean ±s Mean ±s

20 8.1 0.2 7.6 0.2 2 3
17 8.1 0.2 7.5 0.2 2 3

r the determination of physicochemical parameters of soil samples from the Region

nt PLS factors r RMSEC RMSEP QC (%) RPD

5 0.71 0.8 1.1 80 1.1
2 0.83 11 11 40 1.5
6 0.69 0.16 0.2 3 0.9
2 0.54 0.18 0.19 3 1.0

tion 4 0.87 1.2 3 166 1.1

details see the text.
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Table 5
Summary for the analytical figures of merit obtained through the use of PLS-NIR models for the determination of several trace metals in soil samples from the Region of
Murcia.

Trace metal Wavenumber range (nm) Spectral treatment PLS factors r RMSEC (�g g−1) RMSEP (�g g−1) QC (%) RPD

Cr 1011–1553/2122–2598 MSC + FD 2 0.78 25 21 70 1.4
Co 1106–1224/1368–1552/1792–2598 MSC + FD 4 0.86 3 5 64 1.4
Ni 1368–1552/1792–2122 MSC + FD 5 0.91 7 13 175 1.3
Cu 1368–2598 MSC + FD 1 0.68 13 16 69 1.1
Zn 1224–1553 MSC + FD 2 0.73 40 30 37 1.1
As 1224–1370/1552–1794 MSC + FD 1 0.90 5 6 55 1.3
Se 1224–1370/1552–2123 MSC + FD 3 0.58 0.09 0.10 33 1.0
C 2
T 2
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[
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d 1107–1225/1369–2123 MSC + FD
l 930–1107/1224–1553/1793–2598 MSC + FD

ote: The meaning of the parameters is the same than that indicated in Table 4.

As compared with previous studies made by NIR on soil analysis
t can be seen that organic matter can be predicted with a RMSEP of
.1 higher than that found before [27,33,37] but pH was predicted
ith a RMSEP of 0.19–0.2 of the same order than that obtained

efore [34] and lower than values obtained for lake sediments [29].
On the other hand, the RPD values of 1.5 and 1.1 found for CaCO3

nd EC prediction, respectively, provide encouraging precedents for
he prediction of these parameters.

.5.2. Trace metals determination
Through the use of the aforementioned calibration and valida-

ion data sets, NIR data previously obtained for soil samples were
odelized by PLS to predict the total concentration of trace metals

s Cr, Co, Ni, Cu, Zn, As, Se, Cd and Tl.
The best prediction capabilities obtained for the elements under

tudy are summarized in Table 5.
Significant differences can be appreciated on considering the

ptimal spectral region as well as the number of PLS factors for the
ifferent models built. For the considered metals from 1 to 3 com-
ined optimal regions as well as an optimum number of extracted
actors varying from 1 to 5 can be achieved.

It must be also noticed that best results for all metals considered
ere achieved on using Multiplicative Scattering Correction (MSC)

n the first derivative (FD) spectra.
Values ranging from 0.10 to 30 �g g−1 were obtained for RMSEP

arameter, which provided RPD values compressed between 0.9
nd 1.4, thus indicating an appropriate residual predictive deviation
or screening purposes at least for As, Co and Cr and relatively bad
esults for Ni. On the contrary, bad prediction results for the rest
f metals can probably link to the presence of high proportions of
hem as inorganic forms without a remarkable influence in the NIR
pectra.

On comparing results found in this study with previously
eported it can be seen that an RPD value of 1.1 found for Cu and
n compares well with those obtained for Cu [20–23,32] which
anged from 0.92 in soils to 3.35 in sediments and those for Zn
20,22–24,32] which ranged from 1.07 in soils to 3.80 for sediments.

On the contrary, reported results found for Ni, Cd, Cr and As in
oils and sediments were better than those obtained in the present
tudy, probably due to the wide range in concentration used for
valuating the aforementioned parameters in precedent studies.

. Conclusions

This study confirms the possibilities offered by NIR spectroscopy
or testing the main parameters of soils. In fact, the information

btained from the NIR spectra of chemically untreated soil samples
an be used for screening of both, physical and chemical parame-
ers, with drastic reductions on reagent consume and time analysis
hus offering a sustainable alternative to the classical methods
mployed in soil analysis [53]. However, it is clear that NIR spec-

[

[
[

[

0.50 0.14 0.20 64 1.0
0.68 0.19 0.17 41 1.2

troscopy data process requires the use of an appropriate calibration
based on previously characterized sample, and thus, the main appli-
cability of this kind of measurements is related to long term studies
focussed on the evolution of an ecosystem or on the screening of
some of the reported data in samples with a nature comparable
with that of those used to build the corresponding calibration.

It is also noticeable that prediction capabilities for CaCO3, EC,
or for metals like Co, Se and Tl determined from NIR spectra are
reported for first time in this study.
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24] M. Chodak, M. Niklińska, F. Beese, Biol. Fertil. Soils 44 (2007) 171.
25] Y. Wu, J. Chen, J. Ji, P. Gong, Q. Liao, Q. Tian, H. Ma, Soil Sci. Soc. Am. J. 71 (2007)

918.
26] A. Morón, D. Cozzolino, Commun. Soil Sci. Plant Anal. 38 (2007) 1965.



3 anta 7

[
[
[

[
[

[

[
[

[
[
[
[

[

[

[

[

[

[

[

[

[

[

[
[

98 J. Moros et al. / Tal

27] M.J. Cohen, J.P. Prenger, W.F. DeBusk, J. Environ. Qual. 34 (2005) 1422.
28] B. Butkuté, A. Slepetiené, Chemija 15 (2004) 12.
29] M.B. Nilsson, E. Dåbakk, T. Korsman, I. Marrenberg, Environ. Sci. Technol. 30

(1996) 2586.
30] L.K. Sørensen, S. Dalsgaard, Soil Sci. Soc. Am. J. 69 (2005) 159.
31] A. Stevens, B. van Wesemael, G. Vandenschrick, S. Touré, B. Tychon, Soil Sci. Soc.

Am. J. 70 (2006) 844.
32] C.W. Change, D.A. Laird, M.J. Mausbach, C.R. Hurburgh Jr., Soil Sci. Soc. Am. J. 65

(2001) 480.
33] Y. He, H. Song, SPIE Int. Soc. Opt. Eng. (2006), doi:10.1117/2.1200604.0164.
34] Y. He, H. Song, A. García Pereira, A. Hernández Gómez, J. Zhejiang Univ. SCI. 11

(2005) 1081.
35] K. Islam, B. Singh, Alex McBratney, Aust. J. Soil Res. 41 (2003) 1101.
36] C.W. Change, D.A. Laird, Soil Sci. 167 (2002) 110.
37] P.H. Fidêncio, R.J. Poppi, J.C. de Andrade, Anal. Chim. Acta 453 (2002) 125.
38] D.W. Nelson, L.E. Sommers, Total Carbon, Organic Carbon, and Organic Matter.

Methods of Soil Analysis, Part 2, American Society of Agronomy and Soil Science
Society of America, Madison, WI, 1982, pp. 539–580.

39] Norme française. NF X 31-109, 1069. Qualité des sols. Méthodes chimiques.

Détermination du carbone organique par oxydation sulfochromique. AFNOR.
p. 7.

40] G. Muller, M. Gatsner, Chem. Anal. Neues Jahrbuch fur Mineral-Monatshefte 10
(1971) 466.

41] M. Peech, Methods of Soil Analysis, American Society of Agronomy, Madison,
WI, 1965.

[

[

8 (2009) 388–398

42] J. Moros, M.C. Barciela-Alonso, P. Pazos-Capeáns, P. Bermejo-Barrera, E. Peña-
Vázquez, S. Garrigues, M. de la Guardia, Anal. Chim. Acta 624 (2008)
113.

43] J. Moros, P. Herbello-Hermelo, A. Moreda-Piñeiro, P. Bermejo-Barrera, S. Gar-
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a b s t r a c t

This paper describes a simple and sensitive kinetic spectrophotometric method for the simultaneous
determination of Amaranth, Ponceau 4R, Sunset Yellow, Tartrazine and Brilliant Blue in mixtures with the
aid of chemometrics. The method involved two coupled reactions, viz. the reduction of iron(III) by the
analytes to iron(II) in sodium acetate/hydrochloric acid solution (pH 1.71) and the chromogenic reaction
between iron(II) and hexacyanoferrate(III) ions to yield a Prussian blue peak at 760 nm. The spectral data
were recorded over the 500–1000 nm wavelength range every 2 s for 600 s. The kinetic data were collected
at 760 nm and 600 s, and linear calibration models were satisfactorily constructed for each of the dyes
with detection limits in the range of 0.04–0.50 mg L−1. Multivariate calibration models for kinetic data
were established and verified for methods such as the Iterative target transform factor analysis (ITTFA),
principal component regression (PCR), partial least squares (PLS), and principal component-radial basis
function-artificial neural network (PC-RBF-ANN) with and without wavelet packet transform (WPT) pre-
treatment. The PC-RBF-ANN with WPT calibration performed somewhat better than others on the basis

of the %RPET (∼9) and %Recovery parameters (∼108), although the effect of the WPT pre-treatment was
marginal (∼0.5% RPET). The proposed method was applied for the simultaneous determination of the
five colorants in foodstuff samples, and the results were comparable with those from a reference HPLC
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method.

. Introduction

Food dyes may be natural or synthetic, and they have been
idely used to optimize food color, because freshness, ripeness,

nd flavour are all associated with the color of food [1]. How-
ver, the synthetic colorants may be toxic, especially if consumed
n large amounts. Thus, each synthetic food colorant has been
valuated by the Food and Agricultural Organization (FAO) and
orld Health Organization (WHO) [2], and there is an increasing

eed to monitor the levels of such dyes in various prod-
cts.

Amaranth, Ponceau 4R, Sunset Yellow, Tartrazine and Brilliant
lue are water-soluble synthetic colorants, widely used as addi-

ives in the food industry (chemical structures: Table 1). A number
f methods have been available for their analysis individually or
imultaneously in mixtures. These are generally based on high per-
ormance liquid chromatography (HPLC) techniques [3–7], which
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are often adequate for analysis of colorants in mixtures. However,
there are some potential drawbacks, such as the usage of toxic
solvents, the need for complex sample pre-treatments, and the
resulting waste products [8]. Thus, analytical methods from alter-
native techniques are always useful, especially if the methods are
simple, cheap and comparatively fast. Spectrophotometry is a well
known analytical technique, and direct spectrophotometric meth-
ods have been proposed for the simultaneous determination of
binary/ternary/quaternary colorant mixtures [9–12].

In the present paper, we investigate an indirect kinetic
spectrophotometric method of analysis for the simultaneous deter-
mination of the five colorants. This method is based on a sensitive
chromogenic reaction of the dye analytes, and the interpretation
of the results by chemometrics. The advantages of kinetic methods
have been pointed out elsewhere [13,14]. In theory, the common
kinetic modelling involving proportional equations and the loga-
rithmic extrapolation based on well defined reaction mechanisms,

does provide high levels of discrimination of the analyte compo-
nents. However, such models are often complex to apply because
they need well-defined orders of reaction and rate constants, which
are often unavailable [15]. Commonly, only a small fraction of the
kinetic data collected has been used, which led to poor analyti-
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Table 1
Chemical structures of the colorants (Part A) and their oxidation mechanism (Part B).

Part A: Chemical structure

Compound Molecular formula Molecular weight Structure

Amaranth C20H11N2Na3O10S3 604.47

Ponceau 4R C20H11N2Na3O10S3 604.47

Sunset Yellow C16H10N2Na2O7S2 452.36

Tartrazine C16H9N4Na3O9S2 534.36

Brilliant Blue C37H34N2Na2O9S3 792.85
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art B: Oxidation mechanism of the colorants by iron(III)–hexacyanoferrate(III) solu
olorant + Iron(III) → Oxidation product + Iron(II) + H+

ron(II) + hexacyanoferrate(III) → Prussian blue

al precision and accuracy [16]. On the other hand, soft modelling
ith the use of chemometrics does not require the exact knowledge

f reaction mechanisms and recently, kinetic spectrophotomet-
ic models have been reported for the simultaneous prediction of
nalytes in mixtures [17,18]. Typical multivariate calibrations were
uilt with the aid of principal component regression (PCR), partial

east squares (PLS) and artificial neural network (ANN) methods
19,20].

An analytical signal consists of the information from the ana-
yte(s) plus residuals. To minimise the effect of the residuals data
re-treatment may be applied, and the wavelet transform (WT)
ethod is one such useful approach. It is able to map the frequency

ontent of a signal as a function of the original domain, offering
he possibility of dual time–frequency localisation [21,22]. Wavelet
acket transform (WPT) is an extension of the wavelet transform
23,24]. It retains time–frequency localisation capability from the
orresponding wavelet functions, but provides more flexibility for
epresenting different types of signal. In general, WPT has not been
ommonly applied in chemistry [25,26], and even less so in kinetic
nalysis [27].

In this paper, a simple differential spectrophotometric kinetic
ethod was explored for the simultaneous determination of Ama-
anth, Ponceau 4R, Sunset Yellow, Tartrazine and Brilliant Blue food
yes in a mixture. It was based on the reduction of iron(III) by
he dyes in sodium acetate/hydrochloric acid solution (pH 1.71)
ollowed by a chromogenic reaction with potassium hexacyano-
errate(III) to form the Prussian blue species, which was detected
n sodium acetate/hydrochloric acid solution (pH 1.71)

at �max = 760 nm. Different chemometrics methods, such as Iter-
ative target transform factor analysis (ITTFA), PCR, PLS, Principal
component-radial basis function-artificial neural network (PC-RBF-
ANN) with and without the WPT pre-treatment of the original
kinetic data, were used for modelling, and these models were then
verified with a separate set of mixtures. A set of real unknown
samples containing the dye were analysed and the results were
validated by comparative analysis with the use of a reference HPLC
method.

2. Theoretical background and chemometrics

2.1. Differential kinetic method

Iron(III) and hexacyanoferrate(III) ions in acidic medium react
with suitable organic substances such as drugs or dyes, and produce
the strongly colored Prussian blue species. Rates of such reactions
differ with different analytes, and this opens a pathway for simul-
taneous analysis of such organic molecules in a mixture. Kinetic
mechanisms of such reactions involve consecutive steps [28,29]: (i)
iron(III) is reduced by the organic reactant to the iron(II) interme-

diate, and (ii) iron(II) reacts with the hexacyanoferrate(III) ion to
form the complex Prussian blue species (Table 1).

The steps can be represented as:

Xi +miR → Ei +miQi (i = 1,2, . . . , s) (slow) (1)
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i + niS → Pi (slow) (2)

here Xi, R, Ei, Qi, S and Pi are the organic analyte, iron(III), iron(II),
he oxidation product of Xi, hexacyanoferrate(III) ions and the Prus-
ian blue product, respectively. mi and ni are the stoichiometric
oefficients.

In the presence of a large excess of R and S, the two reactions may
e considered in terms of pseudo-first-order kinetics [30]. Thus, the
ate equations for a Xi, Ei and Pi are:

dcXi
dt

= −k1cX1 (3)

dcEi
dt

= k1cX1 − k2cEi (4)

dcPi
dt

= k2cEi (5)

Integration of Eqs. (3)–(5) yields:

Xi = cX0 exp(−k1t) (6)

Ei = k1cX0

exp(−k1t) − exp(k2t)
k2 − k1

(7)

Pi = cX0

[
1 − k2 exp(−k1t) − k1 exp(−k2t)

k2 − k1

]
(8)

here cX0 is the initial concentration of the analyte, cXi , cEi , and cPi
re the concentrations of Xi, Ei and Pi at time, t, respectively, and
1 and k2 are the pseudo-first-order rate constants for reactions (1)
nd (2), respectively.

Assuming that only Pi absorbs, and its absorbance, AXt,� , obeys
he Beer–Lambert law at any wavelength, �, then for any time, t:

X1,�
= εX1,�

bcX0

[
1 − k2 exp(−k1t) − k1 exp(−k2t)

k2 − k1

]
= KXt,� (9)

where KXt,� represents the proportionality coefficient of Xi. If
he responses from s analytes and the residuals are additive and
ollow similar kinetics, then the absorbance of the system may be
epresented as:

�,t = Ab +
s∑
i=1

KiXt,�
cXi (10)

here A�,t and Ab represent the total absorbance of all the analytes
nd residuals.

Let cX(s+1) = 1 and merge Ab into the main term, then Eq. (10) can
e further simplified as:

�,t =
s+1∑
i=1

KiXt,�
cXi (11)

If for j standard samples, the absorbance is monitored at k time
oints at a fixed wavelength, it then can be expressed in matrix
orm:

j×k = C j×(s+1)K (s+1)×k (12)

here the first row in matrix K represents the background vector.
hus, Eq. (12) allows one to resolve the kinetic system without the
eed to know the reaction mechanism in detail.

.2. Iterative target transform factor analysis

Iterative target transform factor analysis (ITTFA) [31,32], is a

ember of the self-modelling curve resolution procedures. Such

lgorithms are able to calculate the underlying pure spectral and
oncentration profiles by making only very general assumptions
bout the model of these profiles. The ITTFA method is generally
pplicable for quantitative analysis of an analyte with unknown
(2009) 432–441

interferences [33,34]. It also has been applied to resolve kinetic data
[35], and for simultaneous analysis by multivariate calibrations
[36].

The ITTFA method has two principal steps—(i) the kinetic data
matrix, which is obtained from a set of reference samples and
an unknown, is decomposed into three matrices by the singular
value decomposition (SVD) method, and (ii) a projection matrix
for concentrations, corresponding to the kinetic data in (i), is then
obtained from the result of the SVD. Concentrations of unknowns
are initialised with best guesses, and these are then refined by an
iterative calculations of the target transform. Iteration is repeated
until convergence. ITTFA is different from the classical factor analy-
sis methods [37]; with this method, the kinetic data of the unknown
as well as that of the reference samples are used for calibration.

2.3. Partial least squares and principal component regression

Partial least squares regression (PLS) and principal component
regression (PCR) [38,39] are two well known prediction methods,
which use statistically significant orthogonal factors to build
regression models to determine the linear relationship between
the dependent and independent variables. PCR is similar to PLS
in that both are linear inverse least squares regression models.
However, an important difference between the methods is that PCR
[17] takes into account changes only in the independent variables
whereas PLS, in addition, models the dependent variables. In
general, PLS fits non-linear data somewhat better than PCR but
neither method is designed for non-linear modelling.

2.4. Principal component-radial basis function-artificial neural
network

In recent years, artificial neural network (ANN) modelling has
been often applied to biological and pharmaceutical problems
[40,41]. Some advantages of ANN methods include their de-
noising ability and their capacity to model non-linear data. Back
propagation-artificial neural network (BP-ANN) [42,43] is a well
known model but its modelling functions can be quite complex,
and can encourage black box behaviour. Generally, Radial basis
function-artificial neural network (RBF-ANN) are less commonly
applied, although they have a simple structure, well-established
theoretical basis and fast learning speed [44]. In this study, the
classical architecture of the RBF model is based on previous work
[45]. It has three different layers: (i) the input nodes; (ii) the hidden
layer, which contains the kernel nodes with local functions depen-
dent on their centre, cj, and width, �j, and the outputs from the jth
kernel neurons for input objects, xi. This can be calculated by:

outputj = oj(x) = exp

(
−|xi − cj|

∣∣2
�j

)
(13)

where |xi − cj| is the Euclidean distance between xi; (iii) the output
nodes, which compute the weighted sum of the hidden node
outputs:

yi =
n∑
i=1

ωjioj(x) (14)

where ωji represents the weights of the connections between the
hidden layer, i, and output layer, j, and oj(x) is obtained from Eq. (13).
Principal component analysis (PCA) is a well-known data display
method, and compresses data into orthogonal PCs. In this work,
the kinetic data matrix was compressed with the use of PCA e.g.
[18], and the PC scores were used for further modelling with the
RBF-ANN methods.



ta 78

2

i
s
t
p
t
p
d
D
m
m
f

W

w
s
i
s
f

f

w
b

C

l
f
i
e
s
f

W

W

w
G
a
i
b
t

(
o
s
b
f
c
v
m
[
o
c

k
t
m
o

Y. Ni et al. / Talan

.5. Wavelet packet transform

In general, wavelets are mathematical functions that divide data
nto frequency parts of different size, and then investigate each part
eparately using a resolution suitable for its scale. Typical applica-
ions include image compression and de-noising data, and in this
aper, WPT has been applied for signal de-noising as a spectral pre-
reatment. An important advantage of this methodology for this
urpose is that it is carried out without signal smoothing. This pro-
uces a cleaned-up profile that has not lost important details [46].
etails associated with the WPT theory, modelling and applications
ay be found elsewhere. Here, we provide some background com-
encing with the generation of a wavelet packet, Wjnk, from a base

unction [47,48].

jnk(x) = 2(−j/2)Wn(2−jx − k) (15)

here indices j, n and k refer to the scale, oscillation and locali-
ation parameters, respectively. j, k ∈ Z, where Z refers to a set of
ntegers, n = 0, 1, 2, . . ., 2j − 1. In WPT analysis, a signal, f(x), is repre-
ented as the sum of orthogonal wavelet packet functions, Wjnk(x),
or different scales, oscillations and localities:

(x) =
∑
j

∑
n

∑
k

CjnkWjnk(x) (16)

here Cjnk represents the wavelet packet coefficients, and is given
y:

jink =
∫ ∞

−∞
f (x)Wjnk(x) dx (17)

The whole orthonormal basis set is called the wavelet packet
ibrary, and every element of this library is determined by the
unction, Wjnk(x). The Discrete wavelet transform (DWT) can be
mplemented with the use of Mallat’s pyramid algorithm described
lsewhere [49,50], and the WPT can be considered as an exten-
ion of DWT. Thus, a fast wavelet packet transform (FWPT) may be
ormulated as follows:

j+1,2n = HWjn (18)

j+1,2n+1 = GWjn (19)

here W0,0 indicates the measured signal, f;H = {hl}l ∈ Z and
= {gl}l ∈ Z are the low- and high-pass matrix filters. The first

nd second indices of W indicate the level of decomposition and
ts position at that level. The reconstruction can be facilitated
y:(20)Wj,n = H∗Wj+1,2n + G∗Wj+1,2n+1where H* and G* represent
he conjugate matrices of H and G.

The wavelet packet de-noising procedure includes four steps:
i) WPT, (ii) estimation of the best basis function, (iii) thresholding
f the wavelet packet (WP) coefficients, and (iv) reconstruction. A
uitable basis function may be selected according to the entropy-
ased criterion described by Coifman and Wickerhauser [23]. This is
ollowed by the thresholding of the WP coefficients. Only the coeffi-
ients whose absolute values are higher than a predefined threshold
alue are retained. This may be implemented by Donoho’s SURE
ethod [51], which is based on Stein’s unbiased risk estimation

52], and the estimated WP coefficients can be defined in either hard
r soft thresholding. Finally, by utilizing inverse WPT, the de-noised
oefficients can be converted back to the original domain.
In this work, the original spectral data matrix representing the
inetic experiments was pre-treated by the WPT one-object-at-a-
ime, and then this matrix was submitted for analysis by the various

entioned chemometrics methods for the simultaneous prediction
f the five colorants.
(2009) 432–441 435

3. Experimental

3.1. Apparatus and software

Kinetic and spectral measurements were performed with the
use of an Agilent 8453 diode array spectrophotometer equipped
with a 10 mm thermostated cell compartment at 75 ◦C (tempera-
ture control accessory: Model ZC-10 (Ningbo Tianheng Instruments
Factory, China)). The pH was measured with an SA-720 pH meter
(Orion). The obtained data were processed by a Pentium computer
with programs written in-house in MATLAB 6.5 (Mathworks).

HPLC measurements were made with an Agilent 1100 Series
HPLC-DAD system, a vacuum degasser, quaternary pump, autosam-
pler, injector with a 100 �L loop, an Agilent ZORBAX Eclipse
XDB-C18 column (4.6 mm × 250 mm, 5 �m) together with an Agi-
lent Zorbax high pressure reliance cartridge guard-column (C18,
12.5 mm × 4.6 mm, 5 �m) and a variable wavelength UV visible
detector.

3.2. Reagents

All reagents were of Analytical Reagent grade. Deionised dis-
tilled water (DW) was used throughout. Stock standard solutions
(500 mg L−1) of Amaranth, Ponceau 4R, Sunset Yellow, Tartrazine
and Brilliant Blue dyes (Source: Sixth Dye Chemical Factory of
Shanghai) were prepared and stored at 4 ◦C in the dark. They
were diluted with water (DW) as required. A 1.0 mol L−1 sodium
acetate–hydrochloric acid buffer (pH range: 0.65–4.19) was used
to adjust the acidity of the reaction solution. A mixed solution
containing the iron(III) (0.006 mol L−1) and hexacyanoferrate(III)
ions (0.030 mol L−1) was prepared by dissolving 1.446 g of solid
Fe2(SO4)3(NH4)2SO4·24H2O (The Second Reagent Factory of Shang-
hai) and 2.469 g of solid K3Fe(CN)6 (The First Reagent Factory of
Shanghai) in water (DW), and this was diluted to 250 mL.

3.3. Analytical procedure

Selected volumes of each standard dye solution—Amaranth,
Ponceau 4R, Sunset Yellow, Tartrazine and Brilliant Blue (total dye
solution volume: x mL), were micropipetted directly into the cell as
required by the particular experiment. This was followed by 0.3 mL
of 1.0 mol L−1 sodium acetate-hydrochloric acid solution (pH 1.71)
and (1.8 − x) mL of water. After the mixture was thermostated at
75 ◦C for 2 min, 0.4 mL of the mixed solution containing the iron(III)
and hexacyanoferrate(III) ions (in most of the experiments a volume
of 0.4 mL was used) was added to give a total volume of 2.5 mL. The
mixture was stirred throughout the reaction. The kinetic data were
collected from 500 to 1000 nm, every 1 nm, at 2 s intervals during
600 s.

3.4. Procedure for the determination of the five analyte dyes

Apart from the synthetic dye working solutions noted above,
the verified calibration models were applied for the determina-
tion of the dyes in various kinds of drink, e.g., fruit juices and
tea, as well as in jellies. A drink sample (50 mL) was transferred
to a 100 mL flask, boiled and stirred continuously to remove car-
bon dioxide. A jelly was mulled until it was broken up into small
pieces, and then 5 g of this sample was placed in 50 mL of water
(DW), and gently warmed until completely dissolved. The pH of a
sample solution, drink or jelly, was adjusted to 4 with 20% citric

acid. Subsequently, the solution of drink or jelly obtained above
was warmed on a water-bath allowing the temperature to increase
to 70 ◦C. 0.5 g of polyamide adsorbent powder (The Second Reagent
Factory of Shanghai) was added, and the mixture was stirred vig-
orously until the solution was colorless (if color persisted, a small



4 ta 78 (2009) 432–441

a
b
(
a
T
t
v
o
d
a

3

t
b
l
(
e
b
v
s
a
1
l
w
o

4

4

o
B
i
o
t
t
P
s
t
T
a
c
w
T
s
(
o
f
t
fi

4

f
c
s
A

i
a
s

Fig. 1. (A) Absorption spectra of Amaranth (2.0 mg L−1), Ponceau 4R (3.0 mg L−1),
Sunset Yellow (1.0 mg L−1), Tartrazine (4.0 mg L−1) and Brilliant Blue (0.8 mg L−1)

solution up to 0.4 mL. Hence, 0.4 mL of the mixed solution was
added as the optimum amount (i.e. the concentrations of iron(III)
and hexacyanoferrate(III) in the cell were 0.96 and 4.8 mmol L−1,
respectively).
36 Y. Ni et al. / Talan

mount of the polyamide powder adsorbent was added). The adsor-
ent was quantitatively filtered off and washed with 20 mL water
DW) three times at 70 ◦C. It was then washed several times with
solution of ethanol–ammonia (90:10) to desorb all the colorants.
he dye solution collected was warmed on a water-bath to allow
he ammonia to evaporate, and it was then transferred into a 50 mL
olumetric flask. The pH was adjusted to 4 with suitable additions
f 20% citric acid, and the solution was diluted to the mark with
istilled water. The colorants in these solutions were then analysed
ccording to the methods described above.

.5. Chromatographic procedure

The determination of Amaranth, Ponceau 4R, Sunset Yellow, Tar-
razine and Brilliant Blue dyes in commercial products was verified
y HPLC at 252 nm (for the first four dyes) and 630 nm (Bril-
iant Blue) [53]. Two solutions were used for the mobile phase:
A) methanol and (B) 2 × 10−3 mol L−1 ammonium acetate. Gradi-
nt was developed as follows: 10% (v/v) solution A was retained
etween 0 and 3 min, during 3–12 min the solution A (v/v) ratio was
aried from 10% to 70%, and finally, between 12 and 15 min 70% (v/v)
olution A was retained. The flow rate was kept at 0.15 mL min−1

nd under these conditions, the retention times were 3.0, 3.7, 4.5,
0.2 and 11.0 min for Tartrazine, Amaranth, Ponceau 4R, Sunset Yel-
ow and Brilliant Blue, respectively. 20 �L of each sample solution
as injected, and the concentrations were calculated on the basis
f peak area ratios.

. Results and discussion

.1. Spectral and kinetic characteristics

The UV–visible absorption spectra of the individual samples
f Amaranth, Ponceau 4R, Sunset Yellow, Tartrazine and Brilliant
lue (Fig. 1A) showed broad bands in the 300–700 nm range. These

ncluded the main information for each colorant, but the spectra
verlapped significantly. When each of the five dye analytes was
reated with iron(III) and the hexacyanoferrate(III) ions solutions,
hen each of the original dye spectra was replaced by that of the
russian blue product (Fig. 1B). The profiles of these Prussian blue
pectra occurred between 500 and 1000 nm (�max = 760 nm), but
heir intensities differed because of their different concentrations.
he kinetic profiles of the five colorants were measured between 0
nd 600 s at 760 nm (Fig. 2), and the kinetic pseudo-reaction rate
onstant for each dye i.e., k2 in the reaction scheme (Section 2.1,)
ere extracted from these profiles by conventional procedures [54].

hey were: Amaranth (0.0012 s−1), Ponceau 4R (0.0038 s−1), Sun-
et Yellow (0.0005 s−1), Tartrazine (0.0001 s−1), and Brilliant Blue
0.0036 s−1). The values of these constants vary by about a factor
f 40 between the lowest for Tartrazine (0.0001) and the highest
or Ponceau 4R (0.0038). These differences facilitate the applica-
ion of the two-way chemometrics methods for the analysis of the
ve synthetic colorants.

.2. Selection of experimental conditions

Spectral absorption of the kinetic system was influenced by the
ollowing experimental conditions: (i) concentration of the solution
ontaining the iron(III) and hexacyanoferrate(III) ions, (ii) pH of the
odium acetate–hydrochloric acid solution, and (iii) temperature.

ll these factors were investigated one at a time.

The effect of the concentration of the mixed solution of
ron(III) (0.006 mol L−1) and hexacyanoferrate(III) (0.03 mol L−1) on
bsorbance was studied in the range of 0.05–0.5 mL of above mixed
olution, which was added to the cell as described in the Section
in sodium acetate/hydrochloric acid solution (pH 1.71) at t = 600 s. (B). Absorption
spectra of the five analyte dyes after treatment with the iron(III) and hexacyanofer-
rate(III) ions. Other experimental conditions: T = 75 ◦C, ciron(III) = 9.6 × 10−4 mol L−1,
chexacyanoferrate(III) = 4.8 × 10−3 mol L−1.

3.3. The results showed that the absorbance of these five syn-
thetic colorants increased with the added amount of this mixed
Fig. 2. Kinetic profiles for Amaranth, Ponceau 4R, Sunset Yellow, Tartrazine and
Brilliant Blue dyes under the experimental conditions in Fig. 1.
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The effect of the sodium acetate–hydrochloric acid medium (pH
ange: 0.65–5.20) was investigated on the above Prussian blue solu-
ion, and it was found that the absorbance (�= 760 nm) in the case
f each colorant increased until pH 1.71, and then decreased for
ost colorants. Hence, pH 1.71 was selected for the experiments.
The effect of temperature (range: 55–85 ◦C) on the absorbance
f the above Prussian blue solution was also studied. The results
howed that the absorbance reached a steady value for each col-
rant at 75 ◦C. Therefore, this temperature was selected to facilitate
he experimental work.

ig. 3. Kinetic profiles for Amaranth, Ponceau 4R, Sunset Yellow, Tartrazine and Brilliant B
ig. 1.
(2009) 432–441 437

4.3. Calibration models for single analytes

The absorbance of each colorant at different concentrations
was measured at 760 nm as a function of time (Fig. 3). Lin-
ear calibration equations and their relative parameters (Table 2)
were established at 600 s. The correlation coefficients for all cal-

ibration models (each based on 7 standards) were 0.9999. The
linear ranges and the limits of detection (DL) were, respectively,
as follows: Amaranth (0.2–8.0 mg L−1, 0.095 mg L−1), Ponceau
4R (0.5–6.0 mg L−1, 0.17 mg L−1), Sunset Yellow (0.5–18.0 mg L−1,

lue dyes with different concentrations (mg L−1). Experimental conditions are as in
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Table 2
Comparison of analytical figures of merit for the determination of Amaranth, Ponceau 4R, Sunset Yellow, Tartrazine and Brilliant Blue (t = 600 s).

Parameter Amaranth Ponceau 4R Sunset Yellow Tartrazine Brilliant Blue

Number of samples (n) 7 7 7 7 7
Linear range (mg L−1) 0.2–8.0 0.5–6.0 0.5–18.0 2.0–44.0 0.1–2.0
Correlation coefficient 0.9999 0.9997 0.9999 0.9999 0.9999
Slope (L mg−1) 0.095 0.037 0.042 0.018 0.17
Intercept 0.25 0.39 0.33 0.14 0.27
sR (×10−3)a 3.2 2.1 1.9 3.1 2.2
ss (×10−4)a 4.3 4.1 0.11 0.79 1.2
sI (×10−3)a 1.8 1.5 1.1 2.0 1.4
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L (mg L−1)a 0.095 0.17

a sR, ss, sI and DL are the standard deviation of the regression, slope, and intercept a
ethod [55].

.14 mg L−1), Tartrazine (2.0–44.0 mg L−1, 0.51 mg L−1s−1), and Bril-
iant Blue (0.1–2.0 mg L−1, 0.038 mg L−1). These compare well or
utperform results of similar previous studies [5–12] on the basis
f the figures of merit. In our previous spectrophotometric work
11], the linear ranges were 2.0–18.0 mg L−1 for Amaranth, Ponceau
R and Tartrazine, 2.0–20.0 for Sunset Yellow, and 0.4–3.6 mg L−1

or Brilliant Blue, the limit of quantitation, which is regarded as
he lower limit for precise quantitative measurements [56], for
ach analyte, is much higher than for the present method. Chen
t al. [5] reported a liquid chromatography method for analysis of
ight synthetic colorants, and the DL values for Amaranth, Pon-
eau 4R, Sunset Yellow, Tartrazine and Brilliant Blue were 1.0, 0.5,
.0, 0.5 and 0.03 mg L−1, respectively. Three of these values (Ama-
anth, Tartrazine and Brilliant Blue) were similar to our work, but
wo (Ponceau 4R, Sunset Yellow) were higher than our work. Thus,
hese results clearly show that the proposed method is a somewhat
mproved and appropriate procedure for the determination of the
ndividual analytes. It was noted that the intercept values are rather
igh, ca. 0.3 absorbance units, which suggested that there were con-
ributions from dye impurities to the chromogenic reaction, and this
as reflected in the background.

.4. Multivariate calibration

.4.1. Composition of the calibration and the prediction sets

Calibration and prediction sets, each of 16 samples, were pre-

ared and each sample included the five analyte dyes. These
amples were made at four concentration levels, according to the
rthogonal design, denoted by OA16(45) [57]. The levels corre-
ponded to values in the range of 0.5–4.0, 0.5–4.0, 0.5–8.0, 2.0–10.0

able 3
omparison of prediction results for synthetic samples obtained with the aid of different

hemometrics methods %RPES

Amaranth Ponceau 4R

ithout wavelet packet transform pre-treatment
TTFA 35.8 (118)a 35.6 (117)
CR (7)b 9.3 (104) 11.1 (105)
LS (6)b 9.4 (104) 12.0 (105)
BF-ANN (9 ,500)c 8.3 (103) 11.7 (106)
C-RBF-ANN (6, 9, 2100)d 8.9 (105) 12.7 (108)

ith wavelet packet transform pre-treatment
TTFA 35.6 (118) 35.7 (117.9)
CR (6)b 8.1 (104) 11.4 (107)
LS (6)b 7.8 (104) 10.9 (106)
BF-ANN (8, 1800)c 8.2 (104) 12.6 (107)
C-RBF-ANN (6, 7, 1450d)d 7.7 (104) 10.9 (107)

a Values in parentheses correspond to mean Recoveries (%).
b Values in parentheses correspond to number of factors used for PCR and PLS models.
c Values in parentheses correspond to nodes in the hidden layer and the spread coeffic
d Values in parentheses correspond to number of components used in PCA, nodes in th
ata for ANN training.
0.14 0.51 0.038

l as and the detection limits, respectively. They were calculated according to Miller’s

and 0.2–1.0 mg L−1 for Amaranth, Ponceau 4R, Sunset Yellow, Tar-
trazine and Brilliant Blue, respectively. According to the analytical
procedure described in Section 3.3, the measured kinetic data
matrix, A (16 objects and 301 wavelength variables), and the
calibration concentration matrix, C (dimensions; 16 × 5), were con-
structed. These two matrices were used to establish calibration
models with methods such as ITTFA, PCE, PLS, RBF-ANN and PC-
RBF-ANN (see details, Table 3). These models were then used for
prediction of unknown samples.

4.4.2. Wavelet packet de-noising
As WPT is applied to one response-object-at-a-time, rather than

to a set of responses, the mean kinetic profile of the calibration data
matrix i.e. response, f, was selected and was submitted for process-
ing by the FWPT method. Since the objective of the WPT procedure
is to extract the cleaned-up signal from the original one (within the
experimental error), it is important to have the optimum wavelet
function for any given application because such functions are not
transferable from one case to another. To find the optimum wavelet
function as well as the wavelet decomposition level, Relative mean
square difference (RMSD) between the original signal, f, and the
reconstructed one were calculated:

RMSD = norm(f − a)
norm(f )
where ‘norm’ refers to the Euclidean norm:

norm(f ) = ||f || =

⎛
⎝ n∑

j=1

|fj|2
⎞
⎠

0.5

(21)

chemometrics methods.

%RPET

Sunset Yellow Tartrazine Brilliant Blue

47.7 (187) 34.8 (124) 30.4 (110) 38.6
11.1 (123) 9.5 (107) 9.1 (107) 10.0
10.7 (122) 9.4 (106) 8.7 (107) 9.9
10.8 (118) 9.5 (107) 8.7 (107) 9.9
9.4 (119) 8.5 (106) 8.0 (106) 9.2

41.7 (187) 34.8 (124) 30.4 (110) 38.0
8.9 (117) 9.2 (106) 8.4 (106) 9.2
8.9 (117) 9.2 (106) 8.5 (106) 9.1
9.3 (118) 9.6 (106) 8.5 (106) 9.7
8.6 (117) 8.6 (106) 8.0 (106) 8.7

ient (sc), respectively.
e hidden layer and the spread coefficient (sc), respectively. PC scores were used as
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Clearly, the smallest RMSD indicates the optimum de-noising
arameters. The wavelet functions tested were Daubechies 2, 6,
. ., 20, Coiflet 1, 2, . . ., 5, and Symmlet 2, 3, . . ., 8, as well as the
ecomposition levels, 1–9. The RMSD values were distributed over
narrow range of (3.62–3.72) × 10−4 and thus, the function with the

owest RMSD value, the Sym4 function (3.62 × 10−4) was selected.
owever, the effect of the decomposition level was much more pro-
ounced with the range being 3.62–790 in increasing order, and

evel 1 was chosen. In general it appears that the RMSD values

trongly depended on the decomposition level.

Following the selection of the two key modelling parameters,
ach kinetic profile in the calibration set and the prediction set
ere processed individually, i.e. one row of the data matrix-at-time.

hus, each row vector of the calibration matrix and the predic-

able 4
omparison of Amaranth, Ponceau 4R, Sunset Yellow, Tartrazine and Brilliant Blue concent
ethod with that determined by the reference HPLC method. Wavelet Packet Transform d

ethods PC-RBF-ANN (�g g−1)

. Drink (Orange Flavour), Nanchang
maranth 0.92 ± 0.02a

onceau 4R 0.55 ± 0.01
unset Yellow 21.55 ± 0.04
artrazine 5.76 ± 0.02
rilliant Blue NDc

. Drink (Green Apple Flavour), Nanchang
maranth 4.76 ± 0.01
onceau 4R 4.51 ± 0.02
unset Yellow ND
artrazine ND
rilliant Blue 0.77 ± 0.02

. Iced Tea, Wuhan
maranth 10.19 ± 0.03
onceau 4R 2.29 ± 0.02
unset Yellow ND
artrazine 9.47 ± 0.02
rilliant Blue 1.86 ± 0.01

. Pineapple Beer, Zhaoqing
maranth 10.60 ± 0.02
onceau 4R 16.20 ± 0.03
unset Yellow ND
artrazine ND
rilliant Blue 0.59 ± 0.02

. Guoyuan Drink, Hangzhou
maranth ND
onceau 4R ND
unset Yellow 21.26 ± 0.02
artrazine 5.75 ± 0.01
rilliant Blue ND

. Fruit Jelly 1, Dongguan
maranth 2.43 ± 0.01
onceau 4R 6.16 ± 0.01
unset Yellow ND
artrazine ND
rilliant Blue 0.38 ± 0.01

. Fruit Jelly 2, Dongguan
maranth 3.92 ± 0.03
onceau 4R 7.65 ± 0.02
unset Yellow ND
artrazine ND
rilliant Blue 0.54 ± 0.02

. Jelly, Shenzhen
maranth 0.53 ± 0.03
onceau 4R 5.75 ± 0.01
unset Yellow ND
artrazine ND
rilliant Blue 0.59 ± 0.021

a Mean value of five determinations ± standard deviations.
b Relative standard error between the PC-RBF-ANN calibration and the reference HPLC
c ND means not present.
d The values between −0.04 and 0.04 mg L−1.
(2009) 432–441 439

tion one was decomposed and then reconstructed in the same way.
The resulting WPT pretreated data matrix was then submitted to
a variety of chemometrics methods, such as ITTFA, PCR, PLS, and
PC-RBF-ANN.

4.4.3. Prediction ability of the different calibration models
The performance of the different calibration models was

assessed in terms of %RPES and %Recovery (percent relative pre-
diction error and mean recovery) for the individual compounds,

and %RPET for all compounds (total error) [15], with and without
the WPT pre-treatment (Table 3, important parameters are in the
footnotes).

An overview of the performance of the prediction models
showed that the ITTFA method was significantly worse than all oth-

rations in commercial products as determined by the proposed spectrophotometric
ata pre-treatment followed by PC-RBF-ANN calibration model.

HPLC (�g g−1) RSE (%)

0.89 ± 0.01a 3.4b

0.57 ± 0.02 −3.5
21.41 ± 0.03 0.7
5.67 ± 0.02 1.6
ND –d

4.52 ± 0.02 5.3
4.57 ± 0.02 −1.3
ND –
ND –
0.72 ± 0.01 6.9

10.09 ± 0.02 1.0
2.35 ± 0.02 −2.6
ND –
9.55 ± 0.01‘ −1.0
1.82 ± 0.02 2.2

10.32 ± 0.02 2.7
16.31 ± 0.01 −1.0
ND –
ND –
0.61 ± 0.01 −3.3

ND –
ND –
21.13 ± 0.02 1.0
5.80 ± 0.01 −1.0
ND –

2.35 ± 0.02 3.4
6.21 ± 0.02 −1.0
ND –
ND –
0.40 ± 0.01 −5.0

3.95 ± 0.01 −1.0
7.52 ± 0.03 1.7
ND –
ND –
0.51 ± 0.01 5.9

0.55 ± 0.017 −3.6
5.68 ± 0.01 1.2
ND –
ND –
0.62 ± 0.02 4.8

method.
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rs (%RPET ∼ 38%, %Recovery: mostly about 117% with over 180% for
unset Yellow); thus, it will not be discussed further. With the other
ve methods, the %Recovery values were uniformly acceptable for
maranth, Ponceau 4R, Sunset Yellow, Tartrazine and Brilliant Blue
yes (100–107%) and arguably borderline for Sunset Yellow ana-

yte (115–123%). On the basis of the %RPET, no particular prediction
odel with or without wavelet pre-treatment, performed signif-

cantly better than the others (%RPET range 10–8.0%). Thus, on
his basis no prediction model stands out clearly as the preferred

ethod. A more detailed examination of the %RPES information
uggests that PC-RBF-ANN with WPT pre-treatment is a somewhat
etter performing model than the PCR and PLS ones. Also, this
odel performed well for the prediction of the five analytes with all

RPES below 10%, and with the WPT pretreatment the results were
rguably somewhat better. The PC-RBF-ANN model performed bet-
er than the RBF-ANN model with or without WPT pre-treatment.
his is supported by the literature [58]. Thus, it could be concluded
hat the PC-RBF-ANN with the WPT pretreatment is a marginally
etter performing method.

.5. Interferences

To investigate the selectivity of the proposed method, the effect
f various substances on the determination of a mixture contained
.0 mg L−1 of each of the five dyes was tested under optimum condi-
ions, and the concentrations of the analyte dyes were predicted by
he PC-RBF-ANN with the WPT pre-treatment model. Several rep-
esentative potential interferents such as inorganic cations, anions
nd molecular species were investigated individually for their effect
n the dye mixture and the subsequent spectra. The concentration
f the tested interferent was increased until a RPET of 10% on the
etermination of the mixture of Amaranth, Ponceau 4R, Sunset Yel-

ow, Tartrazine and Brilliant Blue dyes. The maximum concentration
f interfering species that could be tolerated was selected as that
hich produced RPET just below 10% as defined above, and the tol-

rance levels were expressed as tolerance ratios (TL), i.e. mg of inter-
erent per mg of dye. These were: 200–300—K+, Na+, Br−, Cl−, SO4

2−,
2O4

2−, CO3
2−; 50—tartrate, sorbate; ethyl p-hydroxyl benzoate,

ropyl p-hydroxyl benzoate; 30–10—Mg2+(II), Ca2+(II), Zn2+(II),
r3+(III), Mn2+(II), Fe3+(III), starch; 5—ascorbic acid, glucose. The TL
alues suggest that common ions such as K+, Na+, SO4

2−, C2O4
2−

ere least intrusive (TL ∼ 300), while ascorbic acid and glucose
TL ∼ 5), were the most effective interferents. This indicates that for
he analysis of the dyes in food, particular care should be taken with
evels of common substances such as sugars and/or ascorbates.

.6. Application: simultaneous determination of the five analyte
yes in foodstuff samples

To illustrate the potential of the proposed method for application
ith real samples, simultaneous analysis for the five synthetic dyes
as performed on several common food and drink items containing

ll or some of the five colorants. A selection of soft drinks and sweet
ood products was sampled (Table 4). To validate the performance
f the new method, the sampled products were also analysed by
PLC as described earlier (Section 3.5).

Each of the eight different products was analysed for the five
nalyte dyes simultaneously. The number of dyes in different
roducts varied from two to four, and of the forty determina-
ions overall, 15 yielded a ‘not detected’ (ND) result. The overall
ye concentration range was 0.38–21.55 �g g−1 but the distribu-

ion of dye amounts varied considerably from sample to sample.
hus, for example, Sunset Yellow was present in just two prod-
cts but in both it was in excess of 20 �g g−1, while Brilliant Blue
as present in five products, and mostly, in amounts of less than
�g g−1.
(2009) 432–441

Importantly, the comparison of the analytical results from the
proposed method with those from the reference HPLC one indi-
cated, in general, very good agreement on the basis of the relative
standard error (RSE%), which reflected the difference between the
prediction from the PC-RBF-ANN with WPT calibration model and
that obtained from the reference HPLC analysis. The results were
listed in Table 4. Twenty of the 25 recorded %RSE values were in the
+3.4 to −3.6 range and the remaining five were in the 7–5% range
with most of the samples belonging to the Brilliant Blue analyte,
which as noted above was present in amounts of less than 1 �g g−1

(This relatively low amount may have been partly responsible for
the slightly higher %RSE values). Considering the 25 measurements
together, there was no readily apparent bias on the basis of the %RSE
values towards either the proposed spectrophotometric method or
the reference HPLC one.

5. Conclusion

A new kinetic spectrophotometric method for the simultaneous
analysis of five common food dyes has been successfully researched,
developed and verified by a reference HPLC method.

• The proposed method was dependent on the reduction of iron(III)
by the analyte dyes followed by the production of the Prussian
blue species with the reaction of the iron(II) and the hexacyano-
ferrate(III) ion.

• The kinetics of this reaction were followed by spectrophotome-
try of the Prussian blue species, which facilitated the satisfactory
prediction of the individual dye analytes.

• Simultaneous prediction models were constructed (ITTFA, PCR,
PLS, PC-RBF-ANN with and without the WPT pre-treatment). The
ITTFA model was found to be unsatisfactory, and the PC-RBF-ANN
with WPT performed somewhat better than the remainder on
the basis of %RPET and %Recovery although the effect of the WPT
pre-treatment was marginal (∼0.5% RPET). When this model was
applied for the analysis of real foodstuff samples, the results pro-
duced were satisfactory, and were within 3–4% of those obtained
with a reference HPLC method.

• These results indicate that the proposed method is satisfactory
for the simultaneous determination of the five Amaranth, Pon-
ceau 4R, Sunset Yellow, Tartrazine and Brilliant Blue dyes in food
products.
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a b s t r a c t

Room temperature ionic liquids can be considered as environmentally benign solvents with unique
physicochemical properties. Ionic liquids can be used as extractant phases in SDME, being compatible
with chromatographic systems. A single-drop microextraction method was developed for separation and
preconcentration of mercury species (MeHg+, EtHg+, PhHg+ and Hg2+), which relies on the formation of
the corresponding dithizonates and microextraction of these neutral chelates onto a microdrop of an
ionic liquid. Afterwards, the separation and determination were carried out by high-performance liq-
eywords:
ercury speciation

onic liquid
ingle-drop microextraction
iquid chromatography

uid chromatography with a photodiode array detector. Variables affecting the formation and extraction
of mercury dithizonates were optimized. The optimum conditions found were: microextraction time,
20 min; stirring rate, 900 rpm; pH, 11; ionic liquid type, 1-hexyl-3-methylimidazolium hexafluorophos-
phate ([C6MIM][PF6]); drop volume, 4 �L; and no sodium chloride addition. Limits of detection were
between 1.0 and 22.8 �g L−1 for the four species of mercury, while the repeatability of the method,
expressed as relative standard deviation, was between 3.7 and 11.6% (n = 8). The method was finally

tion o
applied to the determina

. Introduction

Mercury is considered a highly toxic element because of its accu-
ulative and persistent character in the environment. It exists in a

arge number of different chemical and physical forms with a wide
ange of properties. Organometallic species of mercury are consid-
rable more toxic than inorganic mercury, because of their high
ffinity to SH group of proteins and lipid tissues, which leads to
ccumulation of organomercury species in superior organisms [1].
mong these species, methylmercury is the most hazardous, being

ormed in the aquatic environment by biotic and/or abiotic pro-
esses [2]. Industrial use of inorganic and organometallic species
n different activities, mainly pharmaceutical, paper, electrochemi-
al and agriculture industries, accounts for the main anthropogenic
ources [3].

Separation of mercury species before their determination is gen-

rally carried out by gas chromatography (GC) or high-performance
iquid chromatography (HPLC). HPLC displays the possibility to sep-
rate a great variety of organomercury compounds (i.e. volatile and
on-volatile). The detection systems used along with HPLC can be

∗ Corresponding author. Tel.: +34 986 812281; fax: +34 986 812556.
E-mail address: bendicho@uvigo.es (C. Bendicho).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.003
f mercury species in different water samples.
© 2008 Elsevier B.V. All rights reserved.

broadly divided into three approaches: photometry, plasma tech-
niques (ICP-MS, ICP-AES) and cold vapour atomic absorption and
fluorescence spectrometry (CV-AAS, CV-AFS) [4]. Application of
HPLC to speciation studies of Hg has been reviewed by Harrington
[5].

Owing to the low levels of mercury species in environmental
samples, a preconcentration technique is usually necessary before
their determination. Single drop microextraction (SDME) [6] is
a simple, low-cost, fast and environmentally friendly preconcen-
tration technique based on a great reduction of the extractant
phase-to-sample volume ratio. SDME can be operated in two dif-
ferent modes: headspace-single-drop microextraction (HS-SDME),
when the extractant drop is exposed to the headspace of the sample,
and Direct-single-drop microextraction (Direct-SDME), when ana-
lytes are extracted from the bulk aqueous phase onto a microdrop
of extractant phase by immersion of the drop in a stirred aqueous
sample solution. SDME is not an exhaustive technique, and only a
small fraction of analytes is extracted/preconcentrated for analy-
sis. One of the most important parameters that should be selected

carefully when SDME is used is the extractant phase. The choice of
extractant should be based on comparison of selectivity, extraction
efficiency, incidence of drop loss, rate of drop dissolution and level
of toxicity [7]. Moreover, the extractant phase should be compatible
with the analytical technique ultimately employed. There are two
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ossibilities to select the extractant phase when the immersed-
DME mode is used: organic solvents and ionic liquids. Although
rganic solvents are mainly employed, the use of ionic liquids (ILs) is
ncreasing because of their particular physicochemical properties,
eing environmentally friendly extractant phases [8]. 1-alkyl-3-
ethylimidazolium hexafluorophosphates ([CnMIM][PF6], n = 4, 6,

) have been used for SDME applications in both direct immersion
nd headspace modes for extraction. Analytes include of polycyclic
romatic hydrocarbons [9], chlorobenzenes [10,11], phenols [12,13],
hloroanilines [14], trihalomethanes [15], BTEX (benzene, toluene,
thylbenzene, and xylene) [16], benzophenone-3 [17], formalde-
yde [18] and 45 typical environmental pollutants [19] including
TEX, polycyclic aromatic hydrocarbons, phthalates, phenols, aro-
atic amines, herbicides, organotin and organomecury. As can be

een above, ILs have been used in SDME almost as a whole in the
rganic field.

Two papers have been published so far, where SDME is employed
or extraction and preconcentration of mercury species. Gil et
l. [20] employed Headspace-SDME in combination with ETAAS
or determination of methylmercury after its derivatization with
aBH4 by using a microdrop of Pd(II) as both extractant and
atrix modifier in the furnace. A 40-fold enrichment factor was

chieved in only 2 min of microextraction. Liu et al. [19] studied the
xtractability of five organomercury compounds (methylmercury,
thylmercury, phenylmercury, dimethylmercury and diethylmer-
ury) by SDME in its immersed mode combined with CV-AFS
sing two ILs, 1-alkyl-3-methylimidazolium hexafluorophosphate
[CnMIM][PF6], n = 4, 8). Enrichment factors between 4 and 40 were
chieved.

The aim of this study was to develop a new method for extrac-
ion and preconcentration of mercury species as dithizonates onto
n ionic liquid microdrop using immersed-SDME in combination
ith HPLC with a photodiode array detector. Optimisation of vari-

bles such as type of ionic liquid, pH of the sample, microdrop
olume, stirring rate, microextraction time and salt content in the
ample were studied, and the optimized procedure was applied to
etermine mercury species in aqueous samples.

. Experimental

.1. Standard solutions and reagents

A stock standard solution of mercury (II) (1000 mg L−1) was
repared by dissolving the corresponding amount of mercury
II) chloride from Fluka (Steinheim, Germany) in a 1% HNO3
olution. Stock standard solutions of methylmercury and ethylmer-
ury (1000 mg L−1 (as Hg)) were prepared by dissolving CH3HgCl
nd C2H5HgCl, both from Riedel-de Haën (Seelze, Germany)
n methanol. The stock standard solution of phenylmercury
000 mg L−1 (as Hg)) was prepared by dissolving C6H5HgCl (Riedel-
e Haën, Seelze, Germany) in ethanol. Standard solutions were
repared daily by appropriate dilutions with methanol. All solu-
ions were stored in the dark at 4 ◦C.

Methanol, ethanol, acetonitrile and acetic acid were HPLC-
rade, being obtained from Scharlau Chemie (Barcelona, Spain).
PLC-grade Tetrahydrofuran was purchased from Scharlau Chemie

Barcelona, Spain) and Sigma Aldrich (Steinheim, Germany).
De-ionized water (resistivity ≥18 M� cm) obtained from a water

urification system (Milli-Q Biocel A10) supplied by Millipore (Bil-
erica, MA, USA) was used to prepare the mobile phase in the LC

ystem.

Dithizone was obtained from Merck (Darmstadt, Germany) and
sed without further purification. The reagent solution was pre-
ared weekly by dissolving 20.0 mg of dithizone in 100 mL of
cetonitrile.
a 78 (2009) 537–541

1-butyl-3-methylimidazolium hexafluorophosphate [C4MIM]
[PF6] and 1-octyl-3-methylimidazolium hexafluorophos-
phate [C6MIM][PF6] were purchased from Merck (Darmstadt,
Germany), while 1-hexyl-3-methylimidazolium hexafluorophos-
phate [C6MIM][PF6] was obtained from Green Solutions (Vigo,
Spain).

Sodium chloride from Merck (Darmstadt, Germany) was used
to study the effect of ionic strength on the microextraction of
mercury species. Analytical reagent-grade sodium acetate (99%)
and ethylenediaminetetraacetic acid disodium salt (EDTA) were
obtained from Aldrich (Steinheim, Germany) and Scharlau Chemie
(Barcelona, Spain), respectively.

2.2. Water samples

Tap water from the main area water-supply network of San
Vicente del Raspeig (Alicante, Spain), river water from Turia river
(Valencia, Spain) and wastewater (Alicante, Spain) from a munic-
ipal wastewater treatment plant were used as water samples for
recovery studies.

2.3. Apparatus

A Hamilton Gastight syringe (Model 1702 Hamilton Bonaduz
AG, Bonaduz, Switzerland; length: 5.1 cm, i.d.: 0.015 cm) was used
to suspend the drop of ionic liquid and inject it into the HPLC
system.

A Waters LC system equipped with a Waters 600E high-
pressure pump and a Waters 996 photodiode array detection
(PDA) system set at 475 nm (Milford, MA, USA) was employed.
A personal computer equipped with a Milenium 32 Waters pro-
gram for LC system was used to process all chromatographic
data.

A 7725i Rheodyne injector (Rohnert Park, CA, USA) and a Phe-
nomenex C-18 (150 × 4.60 mm i.d., 3 �m particle size) column from
Phenomenex (Torrance, CA, USA) were also used for injection and
separation, respectively.

A Crison (Alella, Spain) micropH 2000 pH meter was used for pH
measurements.

2.4. Procedure

A 12 mL aqueous sample solution containing MeHg+, EtHg+,
PhHg+ and Hg2+ was added into a 20-mL amber vial, the pH
value was adjusted to 11 with 1.5 mL of 0.1 mol L−1 HPO4

2−/PO4
3−

and a few drops of 0.1 mol L−1 NaOH. Then, 1.5 mL of dithizone
solution (20 �g mL−1 in acetonitrile) was added to the sample to
form the corresponding dithizonates. The mixture was magneti-
cally stirred for 3 min and degassed for 5 s before microextraction
in order to remove the bubbles attached to the stirrer formed
because of the mixture between the water sample and the ace-
tonitrile, since bubbles can disturb the stability of the drop during
the microextraction process. After that, the blunt tip of the nee-
dle of a 25-�L Hamilton Gastight syringe was sheathed with
a 3-mm long polytetrafluoroethylene (PTFE) tube (0.8 mm i.d.
and 1.6 mm o.d.) to expose a 4 �L drop of [C6MIM][PF6] to the
sample. After stirred extraction at 900 rpm for 20 min, the remain-
ing ionic liquid was withdrawn back into the microsyringe and
then injected into the HPLC system for determination, where

THF/MeOH/(0.1 M HAc/AcNa pH 4.0 + 50 �M EDTA) (36/32/32%) at
0.8 mL min−1 flow rate was selected as mobile phase, based on a
previous work [21]. EDTA was added to the mobile phase in order
to eliminate the interference of other metal ions on Hg speciation
[21].



Talanta 78 (2009) 537–541 539

3

3

3

m
o
i
d
p
i
a
e
t
b
l
w
z

z
a
1
[
s
e
c
t
c
e

3

e
s
s
a
H
m
p
t
i
i
u

3

2
e
a

F
P
1
o

Fig. 2. Effect of the pH of the sample. Conditions: 50 �g L−1 (as Hg) of MeHg+, EtHg+,
PhHg+, and 100 �g L−1 of Hg(II). 20 min of microextraction time, 900 rpm, 4 �L of
[C6MIM][PF6], 12 mL of sample, 1 mg L−1 of dithizone.

−1 +
F. Pena-Pereira et al. /

. Results and discussion

.1. Optimisation of SDME

.1.1. Selection of the ionic liquid
The selection of the most appropriate extractant phase is of

ajor importance for the optimization of the SDME process. The
ptimal extractant must be selected by comparison of selectiv-
ty, extraction efficiency, incidence of drop loss, rate of drop
issolution and level of toxicity [7]. Moreover, it must be com-
atible with the analytical technique employed. In the last years,

onic liquids (ILs), especially 1-alkyl-3-methylimidazolium hex-
fluorophosphates ([CnMIM][PF6], n = 4, 6, 8), have been used as
xtractant phases in single-drop microextraction as an alternative
o organic solvents because of their properties, being compati-
le with the mobile phase used in RP-HPLC. Three different ionic

iquids, including [C4MIM][PF6], [C6MIM][PF6] and [C8MIM][PF6],
ere tested as extractants of the corresponding mercurial dithi-

onates.
The experiments were performed by extraction, after derivati-

ation with dithizone, of a fortified ultrapure water sample (12 mL
t a level of 50 �g L−1 (as Hg) of MeHg+, EtHg+ and PhHg+, and
00 �g L−1 of Hg(II)) stirred at 900 rpm for 20 min (except for
C4MIM][PF6], where 10 min were used because of the higher dis-
olution rate of the drop). The results showed that [C6MIM][PF6]
xhibited the highest extraction efficiency for all the analytes when
ompared with the other ionic liquids. Moreover, [C6MIM][PF6] was
he only IL with the ability to extract inorganic mercury under these
onditions (Fig. 1). Therefore, [C6MIM][PF6] was selected as the best
xtractant.

.1.2. Effect of the pH
The pH of the aqueous sample can cause important effects in the

xtraction of mercury dithizonates since it can facilitate the corre-
ponding derivatization reaction. The effect of the pH of the aqueous
ample was studied in the range 3–11. Given that SDME is generally
ffected by the ionic strength of the sample, 1 mL of a 0.1 mol L−1

PO4
2−/PO4

3− solution was used in this optimisation to avoid the
odification of the sample composition. After the microextraction

rocess, the sample pH was checked and was observed that it main-
ained its original value. As can be observed in Fig. 2, an increase
n the extraction efficiency of mercury dithizonates is achieved by
ncreasing the sample pH from 7 to 11. Then, a pH value of 11 was
sed for all the subsequent extractions.
.1.3. Microdrop volume
Microdrop volumes of [C6MIM][PF6] were studied in the range

–4 �L. The effect of this variable was studied by exposing differ-
nt drop volumes of the IL to 12 mL of an aqueous sample stirred
t 900 rpm for 20 min. An almost linear increase on the analyti-

ig. 1. Effect of the ionic liquid type. Conditions: 50 �g L−1 (as Hg) of MeHg+, EtHg+,
hHg+, Hg(II). 20 min of microextraction time (except for [C4MIM][PF6], where
0 min were used because of the higher dissolution rate of the drop), 900 rpm, 4 �L
f drop volume, 12 mL of sample, 1 mg L−1 of dithizone.
Fig. 3. Effect of the microdrop volume. Conditions: 50 �g L (as Hg) of MeHg
and EtHg+, 100 �g L−1 (as Hg) of PhHg+, and 200 �g L−1 (as Hg) of Hg(II). 20 min
of microextraction time [C6MIM][PF6], 900 rpm, 12 mL of sample, pH 11, 1 mg L−1 of
dithizone.

cal signal of mercury dithizonates on increasing IL drop volume
was observed in the studied range (Fig. 3.). Larger microdrop vol-
umes easily fell off the needle of the microsyringe. Therefore, 4 �L
of [C6MIM][PF6] were used as the optimum drop volume.

3.1.4. Stirring rate
An increase in the stirring rate of the aqueous sample causes an

enhancement of the extraction efficiency in SDME, thereby reduc-
ing the necessary time to reach thermodynamic equilibrium. The
film theory, valid for SDME [6], explains the positive effect of the
higher stirring rates on the microextraction process since fast agita-
tion of the aqueous phase involves a decrease in the thickness of the
diffusion film corresponding to the aqueous phase. The study was
carried out by varying the stirring rate in the range of 100–900 rpm.
As can be seen in Fig. 4., the peak area of the corresponding sig-

nals increased in all the studied range. Faster stirring rates were
avoided as they resulted in dislodgement of the ionic liquid drop
from the needle tip. Thus, for all further experiments a stirring rate
of 900 rpm was used.

Fig. 4. Effect of the stirring rate. Conditions: 50 �g L−1 (as Hg) of MeHg+ and EtHg+,
100 �g L−1 (as Hg) of PhHg+, and 200 �g L−1 (as Hg) of Hg(II). 20 min of microextrac-
tion time, 4 �L of [C6MIM][PF6], 12 mL of sample, pH 11, 1 mg L−1 of dithizone.
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ig. 5. Effect of the microextraction time. Conditions: 50 �g L−1 (as Hg) of MeHg+

nd EtHg+, 100 �g L−1 (as Hg) of PhHg+, and 200 �g L−1 (as Hg) of Hg(II). 4 �L of
C6MIM][PF6], 900 rpm, 12 mL of sample, pH 11, 1 mg L−1 of dithizone.

.1.5. Microextraction time
Microextraction time is one of the most important variables

hen SDME is used. The amount of analytes extracted at a given
ime depends on the mass transfer of analytes from the aque-
us phase to the IL phase. The effect of time was studied in the
ange 5–25 min. As pointed out in Fig. 5., equilibrium is reached
or methylmercury at 15 min, and at 20 min for the rest of analytes.
0 min was chosen as the extraction time because it is comparable
o the duration of the chromatographic run allowing an increase on
he sample throughput.

.1.6. Ionic strength of the sample
Addition of salt to the aqueous sample is usually made

o improve the extraction of several analytes when classical
iquid–liquid extraction is used because the increase in ionic
trength brings a reduction on the solubility of the hydrophobic
nalytes in the water solution. Nevertheless, in SDME the addition
f salt to the sample can cause two opposed effects; on the one
and, a positive effect owing to the salting out effect and, on the
ther hand, a negative effect due to the modification of the nature
f the Nernst diffusion film when the ionic strength of the aque-
us phase is modified, reducing the diffusion rates of analytes into
he microdrop, and consequently diminishing the analytical sig-
als. The effect of the increase of the ionic strength was tested by
ddition of sodium chloride in the range 0–5% m/v. Higher salt con-
ents caused the separation of phases between the aqueous phase
nd the acetonitrile used to dissolve dithizone and, therefore, were
ot studied. The obtained results are shown in Fig. 6. A decrease

n the analytical signal of the four analytes with increasing sodium
hloride content was observed. This negative effect is more pro-
ounced for the most voluminous and hydrophobic complexes of
ercury, i.e., PhHgDz and HgDz2. Based on the above consideration,

alt addition was not used for further experiments.

.2. Evaluation of the method performance
In order to evaluate the SDME performance, limits of detection
LOD) and quantification (LOQ), repeatability, enrichment factor,
orking range and linearity were assessed under the optimized

onditions. Results are listed in Table 1.

able 1
nalytical figures of merit of the SDME optimized method.

LOD (�g L−1) LOQ (�g L−1) Repeatability (R.S.D. %, n = 8)

ethylmercury 1.0 3.4 5.3
thylmercury 1.6 5.2 3.7
henylmercury 7.1 23.8 9.4
ercury(II) 22.8 75.9 11.6

a Number of calibration points, n = 5.
Fig. 6. Effect of the ionic strength of the sample. Conditions: 50 �g L−1 (as Hg) of
MeHg+ and EtHg+, 100 �g L−1 (as Hg) of PhHg+, and 200 �g L−1 (as Hg) of Hg(II).
20 min of microextraction time, 4 �L of [C6MIM][PF6], 900 rpm, 12 mL of sample, pH
11, 1 mg L−1 of dithizone.

The limit of detection (LOD) was estimated using a three signal-
to-noise ratio criterium and the limit of quantification (LOQ) as 10
times the above-mentioned ratio. As can be seen from Table 1,
lower limits of detection (LODs) were achieved for methylmer-
cury and ethylmercury, in comparison with phenylmercury and,
especially, mercury(II), probably owing to the larger solute dif-
fusion coefficient of the smallest complexes of mercury into
[C6MIM][PF6], which has a large viscosity (560–586 mPa s) [8].
Lower LODs could be achieved by using a more sensitive Hg-specific
detector.

The repeatability of the method was studied from eight replicate
experiments. Relative standard deviations (R.S.D.s, %) were found
between 3.7 and 11.6% for the four analytes.

The enrichment factor, defined as the ratio between the final
analyte concentration in the extractant phase and the initial aque-
ous sample concentration, was calculated for mercury(II) and
orgamomercurials. Enrichment factors between 3 and 31 were
found. These values were calculated after interpolation of the peak
area obtained by direct injection of an aqueous solution containing
500 �g L−1 of each mercury species complexed with dithizone in
the calibration graph obtained after SDME.

3.3. Analysis of water samples and recovery study

To assess the feasibility of the SDME procedure, the optimized
method was examined for the extraction and determination of
organomercurials and mercury(II) in tap water, river water and
wastewater samples.

For the purpose of the present studies, five replicate analyses
under the optimized experimental conditions were performed for
each water sample.

The content of mercury species was below the corresponding
LOD for all three water samples.

A recovery study was performed in order to check the matrix
effects. Water samples were spiked with MeHg+ and EtHg+ at
20 �g L−1 concentration, PhHg+ at 40 �g L−1 concentration and
the wastewater sample and spiked wastewater sample with mer-
curic species after SDME. As could be seen in Table 2, recoveries for
methylmercury, ethylmercury, phenylmercury and inorganic mer-
cury were between 83 and 123% with an R.S.D. lower than 13%.

Enrichment factor Working range (�g L−1)a Correlation coefficient (r)

27 5–120 0.9968
31 10–120 0.9987
11 40–240 0.9980
3 80–480 0.9962
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Fig. 7. Chromatograms of (A) a wastewater sample spiked with mercury species and (B) a
dithizonate; PhHgDz: Phenylmercury dithizonate and HgDz2: Mercury(II) dithizonate. Th
dithizone (decomposition fraction of dithizone) [22].

Table 2
Analytical results for the determination of mercury species in spiked water samples.

Analytes Added concentration
(�g L−1)

Relative recoveries (%)a

Tap water River water Wastewater

Methylmercury 20 115 ± 8 95 ± 11 96 ± 9
Ethylmercury 20 115 ± 11 89 ± 11 103 ± 13
P
M
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henylmercury 40 98 ± 10 83 ± 11 91 ± 10
ercury(II) 80 123 ± 2 98 ± 9 97 ± 4

a Average value ±standard deviation (n = 5).

hese results demonstrate that tap water, river water and wastew-
ter matrices had little effect on SDME.

. Conclusions

This study demonstrates the suitability of ionic liquids for mer-
ury speciation by combination of SDME with high-performance
iquid chromatography. The proposed method allows the determi-
ation of inorganic and organomercury species in water samples,
eing easy to use, fast, economical and virtually extractant-free.

Dithizone, i.e. a sulphur containing complexing agent, was used
or derivatisation of the four mercury species in the sample, prior to
xtraction of mercury dithizonates onto an ionic liquid drop. Lower
etection limits were achieved for methylmercury and ethylmer-
ury, in comparison with phenylmercury and mercury(II). The new
ethod was applied to the determination of mercury species in

ifferent fortified water samples.
cknowledgments

F.P.-P. thanks Xunta de Galicia for financial support as a
esearcher of the Maria Barbeito. F.P.-P also thanks Universidade
e Vigo for a grant.

[
[
[
[
[

wastewater sample. MeHgDz: Methylmercury dithizonate; EtHgDz: Ethylmercury
e peak that appears between PhHgDz and HgDz2 is due to a non-reactive fraction of

The authors gratefully acknowledge the financial support of
the Spanish Government (project nos. PET2006-706-00, CTQ2005-
09079-C03-01/BQU and CTQ2006-04111/BQU), the Regional
Governments of Comunidad Valenciana and Galicia (project nos.
ACOMP07/053, ARVIV/2007/062 and PGIDIT05PXIB31401PR)
and the EU-COST Program (Action D32, working group
WG/D32/005/04: “Microwave and ultrasound activation in
chemical analysis”).

References

[1] R. Pongratz, K.G. Heumann, Chemosphere 39 (1999) 89.
[2] M. Logar, M. Horvat, I. Falnoga, V. Stibilj, Fresen. J. Anal. Chem. 366 (2000) 453.
[3] J.E. Sánchez Uría, A. Sanz-Medel, Talanta 47 (1998) 509.
[4] L.M.L. Nollet (Ed.), Chromatographic Analysis of the Environment, 3rd ed.,

CRC/Taylor & Francis, Boca Raton, 2006.
[5] C.F. Harrington, Trends Anal. Chem. 19 (2000) 167.
[6] M.A. Jeannot, F.F. Cantwell, Anal. Chem. 69 (1997) 235.
[7] E. Psillakis, N. Kalogerakis, Trends Anal. Chem. 21 (2002) 53.
[8] J.F. Liu, J.A. Jonsson, G.B. Jiang, Trends Anal. Chem. 24 (2005) 20.
[9] J.F. Liu, G.B. Jiang, Y.G. Chi, Y.Q. Cai, Q.X. Zhou, J.T. Hu, Anal. Chem. 75 (2003)

5870.
10] L. Vidal, E. Psillakis, C.E. Domini, N. Grané, F. Marken, A. Canals, Anal. Chim. Acta

584 (2007) 189.
[11] L. Vidal, C.E. Domini, N. Grané, E. Psillakis, A. Canals, Anal. Chim. Acta 592 (2007)

9.
12] C. Ye, Q. Zhou, X. Wang, J. Xiao, J. Sep. Sci. 30 (2007) 42.
13] J.F. Liu, Y.G. Chi, G.B. Jiang, C. Tai, J.F. Peng, J.T. Hu, J. Chromatogr. A 1026 (2004)

143.
14] J.F. Peng, J.F. Liu, G.B. Jiang, C. Tai, M.J. Huang, J. Chromatogr. A 1072 (2005) 3.
15] E. Aguilera-Herrador, R. Lucena, S. Cárdenas, M. Valcárcel, J. Chromatogr. A 1209

(2008) 76.
16] E. Aguilera-Herrador, R. Lucena, S. Cárdenas, M. Valcárcel, J. Chromatogr. A 1201

(2008) 106.

[17] L. Vidal, A. Chisvert, A. Canals, A. Salvador, J. Chromatogr. A 1174 (2007) 95.
18] J.F. Liu, J.F. Peng, Y.G. Chi, G.B. Jiang, Talanta 65 (2005) 705.
19] J.F. Liu, Y.G. Chi, G.B. Jiang, J. Sep. Sci. 28 (2005) 87.
20] S. Gil, S. Fragueiro, I. Lavilla, C. Bendicho, Spectrochim. Acta: B 60 (2005) 145.
21] X.D. Yao, J.C. Liu, J.K. Cheng, Y. Zeng, Anal. Sci. 8 (1992) 255.
22] W. Langseth, Anal. Chim. Acta 185 (1986) 249.



C
c
c

R
a

b

a

A
R
R
A
A

K
C
s
S
P
C
M

1

n
o
t
l
t
c
m
[
o
t
c
m
C
i
i
m
a
o
d

0
d

Talanta 78 (2009) 638–642

Contents lists available at ScienceDirect

Talanta

journa l homepage: www.e lsev ier .com/ locate / ta lanta

apillary electrophoresis-mass spectrometry using an in-line sol–gel
oncentrator for the determination of methionine enkephalin in
erebrospinal fluid

. Ramautara,∗, C.K. Ratnayakeb, G.W. Somsena, G.J. de Jonga

Department of Biomedical Analysis, Utrecht University, P.O. Box 80082, 3508 TB Utrecht, The Netherlands
Beckman Coulter, Inc., P.O. Box 3100, Fullerton, CA 92834-3100, USA

r t i c l e i n f o

rticle history:
eceived 20 August 2008
eceived in revised form 4 December 2008
ccepted 11 December 2008
vailable online 24 December 2008

a b s t r a c t

In this study, a CE-MS method using a monolithic sol–gel concentrator for in-line solid-phase extrac-
tion (SPE) is evaluated for the analysis of methionine enkephalin in biological samples. Operational SPE
parameters such as sample pH, loading volume, elution volume and composition have been studied. After
optimization of the in-line preconcentration methodology, a 40-fold preconcentration was demonstrated
for a methionine enkephalin test solution using a loading volume of 3200 nL. The method was linear in
eywords:
apillary electrophoresis-mass
pectrometry
ol–gel concentrator
reconcentration

the range from 62.5 to 1000 ng/mL (R2 > 0.99). R.S.D. values for migration times and peak areas were
1.2% and 8.4%, respectively. Finally, the analysis of cerebrospinal fluid samples spiked with methionine
enkephalin and deproteinized with perchloric acid (1:1, v/v) showed a detection limit (S/N = 3) of approx-
imately 1 ng/mL (ca. 5 nM). The recoveries of methionine enkephalin for three concentration levels (100,
10 and 1 ng/mL) were in the range of 74–91%, demonstrating the promising potential of the methodology

cal sa
erebrospinal fluid
ethionine enkephalin

for the analysis of biologi

. Introduction

Capillary electrophoresis (CE) is an efficient separation tech-
ique for a wide variety of analytes. However, for the analysis
f biological samples CE suffers from an inherent low concen-
ration sensitivity due to the limited sample volume that can be
oaded onto the capillary. Several strategies can be used to improve
he concentration sensitivity in CE [1,2]. In general, analyte pre-
oncentration via electrophoresis-based or chromatography-based
ethods is used to improve the concentration sensitivity in CE

3,4]. Chromatography-based methods can offer two to four orders
f preconcentration [5–8], and therefore are attractive to improve
he concentration-sensitivity in CE. Typically, chromatographic pre-
oncentration is carried out either in an off-line, on-line, or in-line
ode [9]. In the on-line mode, the precolumn is not part of the

E system and the coupling of the precolumn is performed via an
nterface [10]. In the in-line mode, the preconcentration column
s an integrated part of the CE system. When using these chro-
atographic techniques, on-line or in-line methods are regarded
s advantageous compared to the off-line approach as a result
f their shorter total analysis times, minimum of sample han-
ling and possibility of automation. The main advantage of the

∗ Corresponding author. Fax: +31 30 253 5180.
E-mail address: R.Ramautar@uu.nl (R. Ramautar).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.025
mples.
© 2008 Elsevier B.V. All rights reserved.

in-line approach is that the entire preconcentrated amount of
analyte can be transferred to the separation section of the CE
capillary [9]. However, a disadvantage is that sample matrix compo-
nents also pass through the separation capillary and may interfere
with the CE analysis or they can adsorb onto the capillary wall,
which can result in poor separations. Nevertheless, the in-line
approach has the highest level of integration [9]. Various in-line
SPE-CE approaches have been described such as an open-tubular
capillary coated with a sorbent [11], a small (1–2 mm) packed sec-
tion containing microsphere beads and retained by frits at the
inlet of the capillary [12,13], and an immobilized particle-loaded
membrane [14]. In the open-tubular configuration, the capac-
ity is relatively low to load sufficient sample [15]. While packed
SPE modules offer a relatively larger capacity, the introduction of
a small packed section into the capillary can increase the back
pressure, and rinsing the capillary using conventional CE instru-
mentation with low pressures can be problematic [15]. Moreover,
the preparation of packed SPE modules in narrow bore capillar-
ies can be difficult, especially with respect to the frit formation
[15].

An alternative approach is the use of in situ formed monolithic

materials [16]. By using UV-initiated polymerization, the mono-
lithic SPE column can be made directly in the capillary. No frits
are required as monolithic columns consist of a continuous piece of
a highly porous microstructure. Monolithic columns can be used at
high flow rates, thus minimizing sample loading time and backpres-
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The off-line pretreatment of blank and spiked CSF samples con-
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ure. There are two types of monolithic columns, i.e. silica-based
nd polymer-based monoliths. Silica monoliths are prepared using
ol–gel technology whereas polymer-based monoliths are made by
n situ polymerization of monomers and cross-linkers [17]. Pho-
opolymerized sol–gel monoliths have been used as a SPE sorbent
nd stationary phase in capillary electrochromatography for the
reconcentration and separation of peptides [17–19]. However,
ol–gel monoliths as preconcentration sorbents are still not used
idely for in-line SPE-CE.

So far, a few papers have described the applicability of
onolithic columns for in-line SPE-CE to preconcentrate com-

ounds. For instance, an in-line SPE-CE method using a monolithic
ethacrylate polymer was used for the preconcentration of S-

ropranolol from aqueous solutions. A limit of detection (LOD)
n the low nanomolar range was achieved for S-propranolol

ith this method [20]. In another study, a polymeric monolithic
PE column was prepared in situ within a fused silica capillary
rom butyl methacrylate-co-ethylene dimethacrylate [15]. Using

1 cm SPE column placed at the inlet of the capillary, the com-
ounds sertraline, fluoxetine and fluvoxamine were extracted
rom aqueous solutions by applying a pressure rinse. Enrich-

ent factors of over 500 were achieved for the compounds
f interest. A sulphopropyl methacrylate monolith was used to
reconcentrate amino acids from standard solutions using in-

ine SPE-CE [21]. Monolithic columns have also been used for
he preconcentration of inorganic anions using in-line SPE-CE
22]. A poly(butyl methacrylate-co-ethylene dimethacrylate-co-2-
crylamido-2-methyl-1-propanesulfonic acid) monolithic column
ith cation-exchange sites was used for that purpose. An in-line

PE-CE time-of-flight mass spectrometry (TOF-MS) method using
silica-based monolith was developed for the determination of

scitalopram in human urine [23]. The limit of detection (LOD)
or escitalopram was 10 pg/mL obtained with a loading volume of
pproximately 2.25 �L. The intraday precision of the escitalopram
eak area was less than 6.3%.

In the present paper the development and optimization of
n in-line SPE-CE-MS method based on a silica-based mono-
ithic sol–gel concentrator for the determination of methionine
nkephalin in cerebrospinal fluid (CSF) is described. The main
oal of this study was the evaluation of the feasibility of silica-
ased monolithic sol–gel capillaries for the analysis of CSF
amples. The paper describes the systematic optimization of exper-
mental parameters of the sol–gel concentrator, such as loading
ime, elution volume and composition of the elution solvent.
ubsequently, repeatability of migration time and peak area,
inearity and LODs have been determined. Finally, the poten-
ial of the in-line SPE-CE-ESI-MS method for CSF analysis is
ssessed.

. Experimental

.1. Chemicals

Ammonium acetate, sodium hydroxide, perchloric acid and ace-
onitrile (all analytical grade or higher) were purchased from Merck
Darmstadt, Germany) and Biosolve BV (Valkenswaard, The Nether-
ands), respectively. Acetic acid (analytical grade) and acetate salts
f Leu-enkephalin (Tyr-Gly-Gly-Phe-Leu) and [Met5]-enkephalin
Tyr-Gly-Gly-Phe-Met) were obtained from Sigma–Aldrich (St.
ouis, MO, USA). Human CSF was generously donated by the Utrecht
edical Centre (Utrecht, The Netherlands). Deionized water from

Milli-Q system (Millipore, Bedford, MA, USA) was used for

ll solutions. The background electrolyte (BGE) in all CE exper-
ments was 5 mM ammonium acetate adjusted to pH 3.6 with
cetic acid. The peptides were dissolved in BGE, unless otherwise
tated.
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2.2. Preparation of sol–gel capillaries

Sol–gel capillaries were obtained from Beckman Coulter (Fuller-
ton, CA, USA). The monolithic sol–gel sorbent was prepared by
mixing 500 �L ethanol and 600 �L tetraethoxysilane. Subsequently,
800 �L of 1 M nitric acid was added to initiate hydrolysis and con-
densation. Then reversed phase silica particles (Beckman Coulter,
Fullerton, CA, USA) were added to make a slurry. Bare fused silica
capillaries were filled with this slurry to obtain an about 3–5 cm
long plug which was heated to 120 ◦C for 48 h. Finally, the capillary
was cut to obtain a monolithic sol–gel plug of 5 mm at the inlet of
the capillary.

2.3. Instrumentation and procedures

CE-UV experiments were performed using a Beckman Coulter
(Fullerton, CA, USA) PA 800 CE instrument equipped with a diode
array detector (DAD). Capillaries with internal diameter (ID) of
50 �m were from Composite Metal Services (The Chase, Hallow,
UK). The sol–gel capillaries were flushed with acetonitrile (15 min)
and 80% acetonitrile in BGE (10 min) prior to use. Sol–gel capil-
laries had a total length of 60 cm and effective length of 50 cm.
Samples were injected for 5 min at 25 p.s.i. (injection volume of ca.
400 nL), unless otherwise stated, and the separation voltage was
30 kV. The capillary was thermostated at 20 ◦C and detection was
carried out at 200 nm with a data acquisition rate of 16 Hz. CE-ESI-
MS experiments were conducted using a PrinCE CE system from
Prince Technologies B.V. (Emmen, The Netherlands) using 50 �m
ID sol–gel capillaries with a length of 90 cm. During sample injec-
tion, the nebulizer gas flow and the electrospray voltage of the
CE-MS interface were turned off. CE was coupled to an Agilent
Technologies 1100 Series LC/MSD SL IT mass spectrometer (Wald-
bronn, Germany) via a coaxial sheath-flow electrospray interface
(Agilent). The CE capillary outlet was positioned at 0.2–0.5 mm from
the tip of the interface. A sheath liquid of methanol–water–acetic
acid (50:50:0.1, v/v/v) was supplied by a syringe pump at a flow
rate of 10 �L/min. The nebulizer-gas pressure was 10 p.s.i., and the
flow and temperature of the drying gas were 4 L/min and 300 ◦C,
respectively. The electrospray voltage was 4.5 kV. In the Agilent CE-
MS set-up, the spray needle is grounded. MS detection was carried
out in the positive ion mode and the scan range was 200–1200
m/z.

All sol–gel capillaries for in-line SPE-CE-MS were first con-
ditioned by consecutive flushes of acetonitrile (10 min), 80%
acetonitrile in BGE (10 min) and BGE (10 min) at 25 p.s.i. Dilute
samples of methionine enkephalin in BGE were hydrodynamically
injected at 25 p.s.i. for 40 min (unless otherwise stated). A wash-
ing rinse with the BGE at 25 p.s.i. for 20 min was applied before the
elution of methionine enkephalin. Elution was performed by inject-
ing a solution of 80:20 (v/v) acetonitrile–BGE (apparent pH 3.6) at
10 p.s.i. for 0.5 min (ca. 50 nL). Separation was carried out applying
a voltage of 30 kV (normal polarity). Between runs, the capillary
was rinsed for 5 min with a solution of 80:20 (v/v) acetonitrile–BGE
and BGE, in order to avoid carry-over between consecutive analy-
ses.

2.4. Sample preparation
sisted of a protein precipitation step. This was carried out with 0.1 M
perchloric acid in a ratio of 1:1 (v/v) (100 �L CSF and 100 �L per-
chloric acid). The supernatant was centrifuged (5 min at 9447 × g).
Subsequently, the samples were hydrodynamically introduced at
25 p.s.i. for 40 min.
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.5. Evaluation of analytical parameters

The analytical parameters were calculated from data obtained
y measuring the peak area and migration time from the extracted
on electropherogram of methionine enkephalin. The m/z of the

olecular ion for leucine enkephalin was 556.0 and for methion-
ne enkephalin 574.4. Repeatability studies (n = 5) were performed

ith methionine enkephalin dissolved in CSF at a concentra-
ion of 100 ng/mL. LOD (S/N = 3) for methionine enkephalin was
btained analyzing methionine enkephalin solutions of 10 ng/mL
nd 1 ng/mL. The linearity range was determined by injecting five
oncentrations in the range of 62.5–1000 ng/mL in BGE. Recoveries
f methionine enkephalin spiked into CSF (at three concentration
evels: 100, 10 and 1 ng/mL) were calculated using the cali-
ration curve constructed for methionine enkephalin standards
62.5–1000 ng/mL range).

. Results and discussion

.1. SPE-CE optimization

A preliminary study was performed to find a suitable BGE for
nkephalin analysis. For BGE optimization, two closely related pep-
ides, i.e. leucine enkephalin and methionine enkephalin, were
sed. Ammonium acetate at four different pH values (2.5, 3.1,
.6 and 4.0) was investigated as it is a volatile BGE. With a
GE of 5 mM ammonium acetate (pH 3.6), a baseline separa-
ion for the two peptides was obtained (Fig. 1). Additionally, this
ow-ionic-strength BGE is well compatible with ESI-MS. There-
ore, for the in-line SPE-CE-MS experiments, 5 mM ammonium
cetate (pH 3.6) was chosen as BGE. The optimum composition
f the sheath liquid was determined by pressure-induced infu-
ion of a solution of methionine enkephalin in BGE (1 �g/mL)
sing mixtures of methanol–water and acetonitrile–water contain-

ng 0.1% acetic acid. The optimum sheath liquid composition was

ethanol–water–acetic acid (50:50:0.1, v/v/v). The sheath liquid

ow rate was optimized in the range from 2.5 to 12.5 �L/min and the
ighest signal intensity for methionine enkephalin was obtained at
flow rate of 10 �L/min.

ig. 1. Separation of leucine enkephalin from methionine enkephalin. (A) Extracted
on electropherogram of 100 �g/mL methionine enkephalin. (B) Extracted ion elec-
ropherogram of 100 �g/mL leucine enkephalin. BGE, 5 mM ammonium acetate (pH
.6); capillary: 90 cm × 50 �m i.d.; separation voltage, +30 kV; injection: 50 nL.
78 (2009) 638–642

For optimization of the in-line SPE-CE-MS procedure, several
parameters have to be considered in order to achieve optimum
performance, i.e. the pH of the sample solution, the loading vol-
ume, elution volume and composition of the elution solvent. These
parameters have been evaluated with methionine enkephalin as
test compound. First, the pH of the injected sample solution was
determined as this parameter will affect the retention of the ana-
lyte on the monolithic sol–gel concentrator. The pH of the injected
sample solution was studied between pH 2.5 and 6.8 using 5 mM
ammonium acetate. A loading volume of ca. 400 nL (loading time
5 min) and an elution volume of ca. 50 nL (80% acetonitrile in BGE)
were used. The sample solution was introduced hydrodynamically
into the in-line SPE-CE-MS system. In this way, the volume of sam-
ple introduced can be calculated, taking into account the flow-rate
through the sol–gel capillary which can be determined via the mass
loss of a buffer-filled vial at a certain pressure and time interval.
Using pH values above 4.5 for sample loading resulted in high back
pressures and also current drops upon voltage application. Similar
peak areas for methionine enkephalin were obtained at pH values
below 4.0. Therefore, a sample pH of 3.6 was selected as acetate has
a good buffer capacity at this pH.

Next, the loading capacity of the sol–gel concentrator was
evaluated using in-line SPE-CE-MS. The loading capacity of the
monolithic sol–gel concentrator was determined by loading dif-
ferent volumes of a methionine enkephalin standard solution of
1000 ng/mL. In order to increase the speed of the analysis a load-
ing pressure of 25 p.s.i. was chosen. Fig. 2A shows the effect of
loading volume (i.e. loading time) on the peak area for methio-
nine enkephalin. A linear relation of peak area versus loading
volume could be observed up to a loading volume of ca. 3200 nL
(40 min). The deviation from linearity above a loading volume of ca.
3200 nL indicated that the capacity of the sol–gel concentrator was
exceeded after 40 min for methionine enkephalin. Therefore, for the
preconcentration of methionine enkephalin, a loading volume of ca.
3200 nL was selected.

The influence of the composition of the elution solvent on the
desorption of methionine enkephalin (1000 ng/mL) was studied by
in-line SPE-CE-UV using a loading volume of 1000 nL and an elu-
tion volume of ca. 50 nL. The percentage of acetonitrile in the BGE
was varied from 20 to 80%. The amount of methionine enkephalin
desorption increased with a higher concentration of acetonitrile. A
percentage of 80% acetonitrile in the BGE was required for complete
desorption of methionine enkephalin. Subsequently, optimization
of the elution volume (acetonitrile/BGE, 8/2, v/v) was determined
by loading 1000 nL of 1000 ng/mL methionine enkephalin onto the
monolithic sol–gel concentrator while increasing the elution vol-
ume (ca. 13, 25, 50 and 100 nL). Fig. 2B shows that the peak area of
methionine enkephalin increased with the elution volume until ca.
50 nL. Above this volume the peak area remained constant. There-
fore, an elution volume of ca. 50 nL was used for desorption.

On-line preconcentration using the sol–gel concentrator was
evaluated with methionine enkephalin as test compound. When
a 5000 ng/mL methionine enkephalin sample was loaded for 1 min
(80 nL) a peak with an intensity of ca. 4.2 × 106 counts was observed
(Fig. 3A). When a 100 ng/mL methionine enkephalin sample was
loaded for 40 min (3200 nL) a peak with an intensity of ca. 3.4 × 106

counts was observed (Fig. 3B). The ratio of the peak intensities (1.23)
corresponds well to the ratio of the amount of analyte loaded on
the sol–gel concentrator (i.e., 0.40 ng/0.32 ng = 1.25). As a result, the
100 ng/mL methionine enkephalin sample was preconcentrated by
a factor of 40.
Using methionine enkephalin concentrations in the range of
62.5–1000 ng/mL, peak area (y) versus concentration (x) regres-
sion line was calculated (n = 5). Linearity was observed over the
range between 62.5–1000 ng/mL (R2 > 0.995) and the equation is
y = 12,471x + 56,127. Using an injection volume of ca. 3200 nL, the



R. Ramautar et al. / Talanta 78 (2009) 638–642 641

Fig. 2. (A) Effect of sample loading volume on peak area of methionine enkephalin
(1000 ng/mL). A 5 mm monolithic sol–gel concentrator is employed. Capillary:
90 cm × 50 �m i.d.; loading flow rate: 80 nL/min; elution: 50 nL acetonitrile–BGE
(8:2, v/v). (B) Effect of elution volume on peak area of methionine enkephalin
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Fig. 3. On-line preconcentration of methionine enkephalin using the sol–gel con-
centrator. (A) Extracted ion electropherogram of an injection of 80 nL of 5000 ng/mL

(TIE) of a spiked CSF sample and an extracted ion electrophero-
gram of methionine enkephalin. The signal intensity of methionine
enkephalin in CSF was approximately 30% lower compared to the
signal intensity obtained for methionine enkephalin in BGE, how-
1000 ng/mL) determined by CE-UV. A 5 mm monolithic sol–gel preconcentrator
s employed. Capillary: 60 cm × 50 �m i.d.; BGE, 5 mM ammonium acetate (pH 3.6);
eparation voltage, +30 kV (5 p.s.i. forward); injection: 25 p.s.i. for 5 min (ca. 400 nL);
etection, UV at 214 nm.

imit of detection (S/N = 3) was approximately 1 ng/mL, which
s comparable with the LOD value for methionine enkephalin
btained by in-line SPE-CE-MS method using microcartridges con-
aining a C18 stationary phase [6]. A comparable LOD value for

ethionine enkephalin was also obtained by an on-line SPE-CE-
S method [7]. In this case, a sample injection of 100 �L resulted

n a LOD value of ca. 1 ng/mL for methionine enkephalin. For five
eplicate analyses of a standard solution of methionine enkephalin
100 ng/mL), the within-day R.S.D. for migration time was less than
.2%. The within-day R.S.D. for peak area was less than 8.4%.

.2. Applicability for CSF analysis

To demonstrate the feasibility of the SPE-CE-MS system for
he analysis of biological samples, CSF spiked with methionine
nkephalin was analyzed. Initially, the pH of the spiked CSF samples
10 ng/mL) were adjusted to pH 3.0 with acetic acid and then cen-

rifuged (5 min at 13,200 rpm). When this sample was loaded onto
he sol–gel concentrator, methionine enkephalin was not detected
fter elution and CE analysis. Probably the proteins in CSF compro-
ised the sol–gel concentrator. Results using standard solutions

f methionine enkephalin could not be repeated after this CSF
methionine enkephalin. (B) Extracted ion electropherogram of an injection of
3200 nL of 100 ng/mL methionine enkephalin. BGE, 5 mM ammonium acetate (pH
3.6); capillary: 90 cm × 50 �m i.d.; separation voltage, +30 kV (5 p.s.i. forward); elu-
tion: 50 nL acetonitrile–BGE (8:2, v/v).

injection. Therefore, for deproteinization spiked CSF samples were
diluted with 0.5 M acetic acid (pH 2.5) in a 1:1 ratio and then
centrifuged. The supernatant was subsequently loaded onto the
sol–gel concentrator. Fig. 4 shows a total ion electropherogram
Fig. 4. Analysis of CSF sample spiked with 10 ng/mL methionine enkephalin using
0.5 M acetic acid for deproteinization. (A) Total ion electropherogram of the spiked
CSF sample. (B) Extracted ion electropherogram of methionine enkephalin. BGE,
5 mM ammonium acetate (pH 3.6); capillary: 90 cm × 50 �m i.d.; separation voltage,
+30 kV (5 p.s.i. forward); injection: 3200 nL; elution: 50 nL acetonitrile–BGE (8:2,
v/v).
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Fig. 5. Analysis of CSF sample spiked with 1 ng/mL methionine enkephalin using
0.1 M perchloric acid for deproteinization. (A) Total ion electropherogram of the
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piked CSF sample. (B) Extracted ion electropherogram of methionine enkephalin.
GE, 5 mM ammonium acetate (pH 3.6). Capillary: 90 cm × 50 �m i.d.; separation
oltage, +30 kV (5 p.s.i. forward); injection: 3200 nL; elution: 50 nL acetonitrile–BGE
8:2, v/v).

ver, the peak areas were similar indicating that no analyte is
ost. The high signal intensity between 28 and 30 min in the TIE
ndicates that also other compounds co-migrated with methionine
nkephalin. Also the migration time of methionine enkephalin in
SF has been increased with approximately 5 min, which was prob-
bly due to adsorption of matrix components to the capillary wall.
oreover, the migration time of methionine enkephalin increased
ith ca. 10 min after a second injection of the spiked CSF sample on

he same sol–gel capillary.
Therefore, 0.1 M perchloric acid was evaluated for deproteiniza-

ion of CSF. Using 0.1 M perchloric acid for deproteinization, the
ignal intensities and peak areas for different concentration levels
f methionine enkephalin in CSF was similar to the signal intensities
nd peak areas obtained in BGE. The migration time of methion-
ne enkephalin did not increase; indeed it even slightly decreased.
ig. 5 shows a TIE of a spiked CSF sample pretreated with per-
hloric acid and an extracted ion electropherogram of methionine
nkephalin (1 ng/mL). For methionine enkephalin, the LOD (S/N = 3)
as approximately 1 ng/mL (ca. 5 nM) using extracted ion elec-

ropherograms. To further evaluate the performance of the in-line

PE-CE-MS system for the analysis of CSF samples using perchlo-
ic acid for sample pretreatment, untreated CSF was spiked at
hree concentration levels (100, 10 and 1 ng/mL) with methion-
ne enkephalin. The recoveries were 91, 84 and 74%, respectively,

hich are acceptable values. Therefore, the in-line SPE-CE-MS

[
[
[

[
[
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system shows good potential for the analysis of biological sam-
ples.

4. Conclusions

A CE-MS method using an in-line sol–gel concentrator has been
evaluated for the preconcentration and analysis of methionine
enkephalin. After optimizing operational parameters for in-line
SPE-CE-MS, preconcentration was demonstrated for methionine
enkephalin solution using a loading volume of 3200 nL. A limit
of detection (S/N = 3) below 1 ng/mL (<5 nM) was obtained using
in-line preconcentration. Linearity was good over two orders of
magnitude and R.S.D.s for migration times and peak areas were
1.2% and 8.4%, respectively.

The suitability of the method for the analysis of biological
samples was tested with CSF samples spiked with methionine
enkephalin. To allow the analysis of methionine enkephalin in CSF,
pretreatment of spiked CSF samples with perchloric acid was nec-
essary in order to precipitate the proteins. For the determination of
endogenous enkephalins in CSF, which are present in the pg/mL to
the low ng/mL range [24], sensitivity improvement is still required.
In the near future, the system will also be used for the analysis of
exogenous compounds, such as pharmaceuticals in urine and CSF.
Increased sensitivity and selectivity may be achieved by the use of
specialized monolithic sol–gel concentrators, e.g. with immobilized
antibodies and metal-affinity materials.
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a b s t r a c t

A selective molecularly imprinted polymer (MIP) has been synthesized for isoxicam pre-concentration,
followed by its spectrophotometric determination based on hydrogen bonding interactions between
examined drug and alizarin yellow GG. This method is able to evaluate isoxicam in range of 1.0 × 10−3 to
20.0 �g mL−1, with a limit of determination of 1.0 ng mL−1. The retention capacity and pre-concentration
ccepted 22 November 2008
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eywords:
olecularly imprinted polymer

soxicam

factor of prepared sorbent are 18.5 mg g−1 and 200, respectively; and the prepared MIPs can be reused at
least for five times. The MIP capability for isoxicam selection and extraction from the solution is higher
than non-imprinted polymer (NIP). Under optimum conditions, this procedure can be successfully applied
to assay trace amounts of isoxicam in pharmaceutical and biological samples.

© 2008 Elsevier B.V. All rights reserved.

pectrophotometry
harmaceutical and biological samples

. Introduction

Non steroidal anti-inflammatory drugs (NSAIDs) are a well
nown class of anti-pyretic, analgesic and anti-inflammatory drugs
1]. Certain NSAID agents have been claimed as being able in
ecreasing the onset of tumors in patients to whom the drugs have
een administrated for prolong period of time [2,3]. Recently, sev-
ral other functions of this group of drugs have been identified
hich consist of chemoprevention [4–6], chemosupression [7], UV-

ensitization [8,9] and UV-protection [10]. Epidemiological studies
ave shown that long term use of NSAIDs reduces the risk of devel-
ping Alzheimer’s disease and delays its onset [11–13].

Among NSAIDs those from the oxicam family have been exten-
ively used all over the world in a variety of inflammatory and
heumatic disease in humans [14]. Isoxicam, 4-hydroxy-2-methyl-
-[5-methyl-3-isoxolyl-2H-1,2-benzothiazine-3-carboxamide-
,1-dioxide], is a potent, orally active, long life non steroidal
nti-inflammatory drug. Side effects can occur with all medica-
ions, and the most important side effects that have been reported
ith isoxicam are hepatic toxicity and skin toxicity [15,16]. The

mportance of sensing isoxicam might benefit for elder home-

are system especially Stevens-Johnson syndrome (SJS) or toxic
pidermal necrolysis (TEN) [17,18].

A few numbers of techniques exist for the determination of
soxicam in biological fluids, including high performance liquid

∗ Corresponding author. Tel.: +98 3113912351; fax: +98 3113912350.
E-mail address: rezaei@cc.iut.ac.ir (B. Rezaei).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.11.042
chromatography [19,20] and liquid chromatography–tandem mass
spectrometry [21], which are expensive, day to day maintenance
is high and they have insufficient sensitivity owing to chromato-
graphic interferences and also need the use of large biological fluid
volumes and expensive and toxic solvents. So there is a consid-
erable interest in developing a rapid and sensitive method with
simple sample preparation steps for the determination of isoxicam
in human plasma to evaluate pharmacokinetics in transdermal per-
meation studies. However, the availability of spectrophotometric
apparatus and reagents and the simplicity of analytical procedure
make the technique attractive for a wide range of determinations,
but the procedure has low sensitivity.

Pre-treatment and enrichment processes are indispensable for
trace analysis of target analytes in biological, pharmaceutical and
environmental samples. Solid-phase extraction (SPE) is a well-
established method for sample clean-up and pre-concentration
for aqueous samples at trace levels. The main problem associ-
ated with SPE columns packed with ordinary stationary phases is
low selectivity of the retention mechanism. Molecularly imprinted
polymers (MIPs) capable of producing materials with “antibody-
like” selectivity are extensively cross-linked polymers containing
specific recognition sites with a predetermined selectivity for ana-
lytes of interest [22–27]. The chemical and physical robustness of
the MIP, in combination with the polymer’s stability, selectivity

and sensitivity, has proven it to be a good sorbent for molecu-
larly imprinted solid-phase extraction (MISPE) applications [28].
The combination of selective MIPs pre-concentration with spec-
trophotometric determination makes it possible to determine low
concentrations of analyte.
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In this work a selective MIP clean-up and pre-concentration
pproach is applied prior to spectrophotometric measurement of
soxicam to introduce a simple, rapid, economical and sensitive

ethod for evaluation of isoxicam in complex matrixes. The pro-
osed spectrophotometric determination is based on the molecular
inding via hydrogen bonding interactions between the examined
rug and alizarin yellow GG and the increase in the absorbance
f the reagent, at �max = 354 nm, is proportional to the concentra-
ion of analyte. Various parameters have been evaluated and the
eveloped procedure has been successfully employed for the eval-
ation of isoxicam in real samples with higher recoveries than other
revious determination methods.

. Experimental

.1. Apparatus

A Diode Array UV–vis spectrophotometer (Ligthwave (Cam-
ridge, WPA, England) was used for recording the absorption
pectra. A Metrohm pH meter (Herisau, Switzerland) was applied to
ontrol the pH of the medium. A peristaltic pump (Ismatec (Zürich,
CP, Switzerland)) was used to adjust the flow rate and driving

orce. A polypropylene column (53.0 mm in length and 6.5 mm i.d.)
as used in SPE procedure and Tygon rubber tubes with 0.76 mm

.d. were used for delivery of the solutions.

.2. Reagents

A 100.0 �g mL−1, standard solution of isoxicam was prepared
y dissolving 0.0104 g of isoxicam (Sigma–Aldrich, Germany) in
cetone and diluting it in a 100 mL volumetric flask. All working
olutions of isoxicam were prepared by serial dilution of the stock
olution with water. Because of the limited solubility of isoxicam,
reparing its solution with higher concentrations was not possible.

An aqueous solution (2.0 × 10−3 mol L−1) of alizarin yellow GG
Merck, Germany) was prepared by dissolving 0.0618 g of alizarin
ellow GG in doubly distilled water and diluting it in a 100 mL
olumetric flask.

Britton-Robinson Buffer solutions from 2.0 to 8.0 (phosphoric
cid, acetic acid, and boric acid (0.04 mol L−1) with appropriate
olumes of NaOH, 0.2 mol L−1), were prepared.

Dibucaine, piroxicam, hydrochlorothiazide and desipramine
ydrochloride were Sigma–Aldrich products, Germany. Methacrylic
cid (MAA), ethylene glycol dimethacrylate (EDMA), 2,2′-azobis(2-
sobutyronitrile) (AIBN), dimethylformamide (DMF) and acetone

ere purchased from Fluka in extra pure grade. All solvents
methanol, acetic acid) were HPLC-grade from Merck, Germany.
ll other chemicals were analytical reagent grade, and deionized
oubly distilled water was used for preparation of the solutions.

.3. Real sample preparation

Three isoxicam capsules (containing: 100.0 mg Isoxicam, spe-
ial 1,2-diacyl-glycero-3-phosphocoline, silica, calcium chloride)
ere weighed and powdered. An accurately weighed portion of

he powder, equivalent to 5.0 mg of active ingredient, was dis-
olved in 5.0 mL of acetone. Using an ultrasonic bath, the powder
as completely disintegrated and after centrifugation the solution
as filtered. Before determination, the sample solution was diluted

ppropriately to ensure the concentrations were within the linear
ange.
To prepare human serum sample, 5.0 mL of blood sample (taken
rom the health center of Isfahan University of Technology) was kept
t 37 ◦C for 5 min and after addition of 2.0 mL methanol, the mixture
as centrifuged (5 min with 3000 rpm.). Then, the obtained depro-

einized human serum was diluted to 20.0 mL by doubly distilled
8 (2009) 418–423 419

water and an aliquot of 2.0 mL of this solution was used for each
experiment.

2.4. Preparation of molecularly imprinted polymer

The synthesis of isoxicam-imprinted polymer was based on
non-covalent interactions between the analyte and the functional
monomer through the thermal radical copolymerization. In molec-
ular imprinting process, a template molecule associates with
monomer to form a complex. This complex is then polymerized
with a matrix-forming monomer (cross-linker) to produce a resin.
The experimental results and computational approaches (density
functional theory method) determined that the most favorable
monomer for preparing isoxicam-MIP was methacrylic acid and
the preferred molar ratio of analyte:monomer:cross-linker was
1:5:25. Thus, isoxicam (0.78 mmol) was dissolved in the solvent
(DMF, 8.5 mL) at 50 ◦C in a glass tube. Functional monomer (MAA,
3.9 mmol), cross-linker (EDMA, 19.5 mmol) and initiating agent
(AIBN, 0.3 mmol) were added and the mixture was degassed with
nitrogen for 10 min, and then was sealed. Then the glass tube was
placed in a silicone oil bath to control the temperature (24 h at
60 ◦C). After polymerization, the glass tube was broken, and the
polymer was mechanically grounded in a mortar. A steel sieve was
used to select particles with sizes between ∼50 and 70 �m. Starting
with 1.0 g of isoxicam, 15.0 g of MIPs will be synthesized.

Upon removal of the template species, cavity can then be used to
selectively rebind the template from a mixture of chemical species.
Essentially, the washing procedure should disrupt the polymer-
template hydrogen bondings so that the template can be washed
away, while at the same time leaving the polymeric architecture
sculpted. To remove isoxicam, a soxhlet extraction system was used
and the extraction with various ratios of methanol:acetic acid (9:1,
7:3, 5:5, 3:7 and 1:9) in different times, from 2 to 72 h, was followed
by spectrophotometric determination to investigate the optimum
rebinding conditions. Results (not shown here) indicated that the
best ratio of extracting solvent (methanol:acetic acid) was 9:1 and
the extraction time of 72 h was selected to be certain that all of
the isoxicam has been removed from the polymer matrix. Then the
prepared MIP particles were washed with a copious amount of pure
water and kept in room temperature overnight. The overall time for
preparation of MIPs was about five days.

As a control in polymerization, a non-imprinted polymer (NIP)
was also synthesized in the same way but in the absence of the
analyte (no template for trapping the analyte). To evaluate the
imprinting effect and the nonspecific absorptions, the selectivity
of NIP and MIP were also compared.

2.5. General procedure

2.5.1. Spectrophotometric determination procedure
The comparison between absorption spectra obtained for isoxi-

cam solution (pH 5.0) in the absence and presence of alizarine
yellow GG showed an increase in the absorption value (354 nm)
due to the isoxicam-alizarin yellow GG hydrogen bonding interac-
tions (Fig. 1). The sensitivity coefficient, at 354 nm, was calculated
to be 6.12 × 104 L mol−1 cm−1.

Specific amounts of buffer solution and acetone were transferred
into a 10 mL calibrated flask to achieve suitable percent of acetone
(v:v) in the final assay solution. Then an aliquot containing known
amounts of isoxicam was added and in the final step, alizarine yel-
low GG was added to volumetric flask and completed the volume to

10.0 mL with water. The absorbance (As) was measured for this sys-
tem at 354 nm against the absorbance of blank solution prepared in
the same way without addition of the examined drug (Ab), and the
signal was taken as the difference between two obtained absorp-
tions (�A = As − Ab). In view of the fact that the results represented
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The most favorable sequence was ‘buffer–acetone–drug–
reagent’ for achieving highest absorbance signal and other sequ-
ig. 1. The schematic structure of molecular coupling (hydrogen bonding interac-
ions) between isoxicam and alizarin yellow GG.

ow sensitivity, so a pre-treatment procedure is needed to pre-
oncentrate the sample from complex matrixes and improve the
imit of determination. Under optimized conditions, spectrophoto-

etric procedure outcomes (specially obtained calibration curve
ata) were used to evaluate the clean-up and pre-concentration
esults.

.5.2. The extraction and pre-concentration procedure
The cartridge was packed with 150 mg of prepared MIPs and he

ygon tubes with i.d. 0.76 mm were applied to deliver solutions by
eans of a peristaltic pump at optimum flow rate. The absorbance

f standard isoxicam solution was measured spectrophotometri-
ally (A1) and then a specific volume of isoxicam, with the same
oncentration, was passed through column and its absorption was
easured, too (A2). In order to investigate the binding affinity of

olumn and SPE recoveries, the packed column was washed with

.0 mL of extracting solvent (methanol, acetic acid mixture). After
olvent evaporation and dissolving the remained solute in 2.0 mL
f acetone, the concentration of eluted solution was determined
pectrophotometrically (Fig. 2). By applying a suitable elution sol-

ig. 2. Schematic diagram of extraction system applied for pre-concentration of
soxicam prior to its spectrophotometric determination. S: sample loop; E: elut-
ng solvent loop; V: valve for directing sample or eluting solvent toward pump; P:
eristaltic pump; C: MIPs packed column; SC: sample collector; D: determination
ystem; W: waste.
8 (2009) 418–423

vent, the nonspecific adsorption of analyte can be reduced and here
the optimum mixture of acetic acid:methanol (1:9) was applied to
wash isoxicam from polymers.

All of the process was repeated for NIP to control the selectivity
of imprinted polymer and the obtained results demonstrated that
NIP has no significant affinity to trap isoxicam and it will adsorb
about 6.0% of isoxicam but the MIP will trap 95% of isoxicam, which
is indicating that NIP has only nonspecific adsorption properties.

3. Results and discussion

3.1. Determination step

3.1.1. Effect of variables
By following general determination procedure with various

amounts of acetone, the maximum and stable absorbance value was
obtained with 30% of acetone (v:v). In low concentrations of acetone
the solvation effect plays an important role. Although, increasing
the amount of acetone to about 30% will amplify the molecular cou-
pling, in higher concentrations, the polarity of solvent decreases the
hydrogen bonding attraction in the system.

The general process was followed with different concentrations
of reagent solution, and the maximum absorbance was obtained
with 4.0 × 10−5 mol L−1 of alizarin yellow GG. It can be due to the
fact that by raising the alizarin concentration to 4.0 × 10−5 mol L−1,
the molecular coupling increases; but in higher reagent concentra-
tions the signal of blank solution dominates the changing signal of
alizarin-isoxicam system.

The molar absorptivity of alizarin yellow GG is dependent on pH
variations. The relation between analytical signal and pH has been
shown in Fig. 3. As can be seen there are three distinctive peaks in
this figure, two of them (pH 3.0 and pH 7.0) are related to the change
of alizarin yellow GG molar absorptivity that has affected on the
blank signal (Ab). The maximum signal (�A = As−Ab), pH 5.0, would
represent the effect of pH on hydrogen bonding formation. So, pH
5.0 was selected as optimum pH for determination procedure.

Moreover, the optimum volume of buffer solution, to achieve
stable absorbance value, was also studied and found to be 4.0 mL
(total of 10.0 mL of solution).
ences needed longer time to obtain higher stability.

Fig. 3. Effect of pH on the determination of isoxicam. Conditions: isoxicam,
2.0 �g mL−1; alizarin yellow GG, 4.0 × 10−5 mol L−1; acetone 30%.
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Table 1
Interferences effect on the determination of 0.5 �g mL−1 isoxicam.

Species Tolerance limit (Wint/Wisoxicam)

Citrate, Ascorbic acid, Glucose 1000
Mg2+, K2+, Na+, SCN− , NO3

− , Fructose, Sacarose 500
Cl− 300
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a2+ 100
isteine, Co2+ 50
e2+, Fe3+ 1

.1.2. The stoichiometric relationship
The stoichiometric relationship between drug and alizarin sys-

em was investigated by applying the molar ratio method at the
avelength of maximum absorbance. The obtained results showed

hat the stoichiometric ratio of the molecular-association is 1:2
isoxicam: alizarin yellow GG). In acidic media (pH 5.0), the car-
oxylic group of alizarin yellow GG can form hydrogen bonding
ith NH and OH groups of isoxicam (Fig. 1).

In strong ionic strengths, the intermolecular association (such as
nteraction of carboxylic group of alizarin with NH and OH groups
f isoxicam) will overcome the intramolecular ones (such as inter-
ction of hydroxyl bonding with carbonyl group in isoxicam and
ydroxyl bonding with carbonyl group in alizarin). As a proof, the
ffect of ionic strength was investigated and the results indicated
hat the molecular coupling interaction increases by adding NaCl
oncentrations in the range 0.05–0.4 mol L−1.

.1.3. Influence of foreign matrix
The influence of contaminant species (present in various sam-

les) on the determination of isoxicam was investigated. Synthetic
ixtures of solution containing isoxicam (0.5 �g mL−1) and 1000-

old excess amounts of diverse ions were analyzed. Then, their
ignal was compared with the signal of isoxicam solution in the
bsence of contaminant species. If the presence of species caused a
elative error more than 3.0%, the amount of contaminant species
as decreased, and the procedure was followed as previous until a

elative error less than 3.0% was achieved. The results are summa-
ized in Table 1.

.2. Pre-concentration step

.2.1. Effect of variables
To evaluate the effective parameters, the extraction percent (E%)

as calculated:

% = C2

C1
× 100% (1)

here C2 and C1 are the concentration of specific volume of isoxi-
am solution enriched by polymer (which can be obtained by
ecorded absorbance and calibration curve data) and the initial
oncentration of isoxicam with the same volume (before pre-
oncentration), respectively.

The effect of pH on the extraction of isoxicam was examined in
ange of 2.0–7.0, and the results depicted in Fig. 4. The maximum
xtraction percent (95.0%) was obtained at pH 5.0.

The influence of analyte retention time was investigated by
assing 10.0 mL of isoxicam solution (3.0 �g mL−1) with pH 5.0

n different flow rates and the best flow rate was selected to be
.1 mL min−1. In higher flow rates, the analyte does not have enough
esidence time for effective interactions with sorbent.
.2.2. Retention capacity of MIP
In this work a batch method was applied to determine the reten-

ion capacity of synthesized molecular imprinted polymer. 20.0 mL
olutions of isoxicam (0–100.0 �g mL−1, pH 5.0) were stirred with
.050 g of MIP for 12 h. The amount of analyte adsorbed per unit
Fig. 4. Effect of pH on the pre-concentration and extraction of isoxicam solution
with MIP. Conditions: isoxicam, 3.0 �g mL−1; flow rate, 0.125 mL min−1.

mass of the polymer increases with raising the initial concentra-
tion of isoxicam. The amount of bounded isoxicam was obtained
using this equation:

Q = (Ci − Cf )V
w

(2)

where Ci and Cf are the concentration of isoxicam in the initial solu-
tion and after desorption, respectively; V is the solution volume and
Q is the amount of analyte adsorbed on to the unit of the polymer
(mg g−1). The maximum adsorption capacity (Qmax) was found to
be 18.5 mg g−1 of sorbent. The Langmuir model was applied to inter-
pret adsorption of isoxicam on imprinted polymer. According to this
model and the following expression:

Q = bCQmax

(1 + bC)
(3)

there was a linear relationship between 1/Q and 1/C with a corre-
lation coefficient of 0.9935. Where C is the equilibrium isoxicam
concentration in solution and b is the Langmuir constant.

3.2.3. Breakthrough volume
The breakthrough volume is the volume at which the absorbance

signal reaches 1% of its 100% value if the cartridge extracts no longer
quantitative.

Different volumes of isoxicam solution (3.0 �g mL−1) from 10 to
500 mL were passed through the column and their recoveries were
measured. After passing 400 mL of isoxicam solution, the column
was saturated. The elution solvent volume (for removing trapped
isoxicam) was 2.0 mL, and so a pre-concentration factor of 200 can
be obtained by this MIP-SPE procedure.

3.2.4. Selectivity of MIP
To evaluate the interference effect, the isoxicam solution

(3.0 �g mL−1, pH 5.0) containing specific amount of interfering
species was passed through the column. The column was washed
with ultra pure water to remove physically adsorbed species, and
then it was eluted by 2.0 mL of methanol:acetic acid (9:1), to remove
isoxicam. After vaporization of eluting solvent, the residue was
redissolved in acetone (2.0 mL) and the absorbance was recorded.
The same process was repeated for isoxicam solution in the absence
of interfering species. The tolerance limit was defined as the con-

centration of added species causing a relative error less than 3.0%.
By molecularly imprinted solid-phase extraction, the interference
of some ions such as Fe2+, Fe3+ and Co2+ (with spectral interference)
would be completely removed which is important in analyzing of
complex matrixes such as biological fluids.



422 B. Rezaei et al. / Talanta 78 (2009) 418–423

amine

d
c
w
S
w
r
c
t

s
i
a
i
f
o
s

3

t
s
w
c
r

3

s

T
C

A

I
I

Fig. 5. The molecular structures of (a) dibucaine, (b) desipr

The MIP-SPE and NIP-SPE procedures were repeated for some
rugs (instead of isoxicam) which have functional groups like isoxi-
am that could also be involved in hydrogen bonding formation
ith the polymer ((Fig. 5a–d)). But the difference between MIP-

PE and NIP-SPE results was excessively negligible in comparison
ith the results for isoxicam solution (with the same volume). The

esults represented that the affinity and specificity of MIPs for isoxi-
am is more than other examined drugs. This fact can be attributed
o the high selectivity of prepared MIP.

It is important to mention that in conventional SPE methods the
eparation is based on size, charge and functional groups and it
s not dependent on the molecular shape and conformation. But,
ll of the mentioned factors above are important in molecularly
mprinted polymer and the optimum monomers and conditions
or preparing MIPs and NIPs would be different for each compound
f interest which is dependent on these factors to augment the
electivity of sorbents.

.2.5. Evaluation of sorbent reproducibility
For investigating the ability of molecularly imprinted polymer

o adsorb isoxicam after sequential elution with 2.0 mL of eluting
olvent (methanol: acetic acid, 9:1), the pre-concentration process
as repeated several times with the imprinted particles. It was indi-

ated that the recoveries were decreased from 95% to 94% after five
epeated adsorption–desorption cycles.
.3. Analytical features

Under mentioned optimized experimental conditions, a series of
tandard solutions of isoxicam were measured spectrophotometri-

able 2
alibration curve parameters.

nalyte LODa (�g mL−1) LOQb (�g mL−1) Linear range (�g m

soxicam (1) 0.09 0.2 0.2–20.0
soxicam (2) 1.0 × 10−3 1.0 × 10−3 1.0 × 10−3–20.0

a LOD: Limit of detection.
b LOQ: Limit of quantitation.
c SR: Regression coefficient error.
d Sm: Slope of the calibration curve.
e Si: Intercept errors of the calibration curve.
hydrochloride, (c) hydrochlorothiazide and (d) piroxicam.

cally before (1) and after using MIP-SPE procedure (2). All of the
calibration results are summarized in Table 2.

There was a linear relationship (1) between absorbance
and drug concentration in the range of 0.2–20.0 �g mL−1

(A = 0.0356C + 0.0087; r2 = 0.9989). The experimental limit of detec-
tion was 0.09 �g mL−1 (3Sb/m = 3; Sb was measured for ten replicate
analysis of blank solution). For the concentrations of 0.7, 5.0
and 10.0 �g mL−1 of isoxicam, the relative standard deviations
(obtained by running ten replicate samples) were 4.8, 1.78 and
1.61%, respectively.

A calibration curve (2) from 1.0 × 10−3 to 20.0 �g mL−1 was also
plotted for isoxicam solution after passage through MIP column
(A = 0.185C + 0.0147; r2 = 0.9980) with a limit of determination of
1.0 ng mL−1.

For the concentrations of 0.7, 5.0 and 10.0 �g mL−1 of isoxicam,
the relative standard deviations (obtained by running ten repli-
cate samples) were 4.8, 1.78 and 1.61%, respectively. The RSD of
extraction percents obtained for solutions of isoxicam (four sam-
ples; 3.0 �g mL−1) after passage through the column (one day)
was 0.66%, and the inter-day assay of the method for three sam-
ples (3.0 �g mL−1), measured in different days, was evaluated to be
1.81%.

3.4. Analytical application
The recommended method has been applied successfully for
the extraction and determination of isoxicam in the pharmaceuti-
cal and biological samples. The analysis was performed on human
serum and isoxicam capsule by using the standard addition tech-
nique. The results are summarized in the Table 3 (each analysis was

L−1) r2 SR
c (×10−3) Sm

d (×10−5) Si
e (×10−4)

0.9987 1.36 6.78 4.50
0.9980 1.47 5.95 5.10
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Table 3
Results of isoxicam determination in real samples.

Sample Added (�g mL−1) Found (�g mL−1) Recovery (%)

Human
serum

0.0 – –
3.0 3.15 ± 0.04a 105.2 ± 1.33
5.0 5.34 ± 0.04 106.7 ± 0.80
7.0 7.14 ± 0.05 102.0 ± 0.71

10.0 9.70 ± 0.03 97.0 ± 0.30
Isoxicam
cap-
s

0.0 0.94 ± 0.06 –
3.0 4.11 ± 0.01 102.7 ± 0.25
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[26] L.D. Bolisay, J.N. Culver, P. Kofinas, Biomaterials 27 (2006) 4165.
ule 5.0 5.99 ± 0.05 99.8 ± 0.83
7.0 7.99 ± 0.06 99.9 ± 0.75

a Standard deviation for three replicated measurements.

one three times) and good recoveries in all samples were obtained.
n order to eliminate the interference of real sample ingredients,
he column was washed with water after loading real samples on it
nd then it was eluted by elution solvent to measure isoxicam con-
ent (the same as described procedure). The linearity was ranged
rom 0.02 to 10.0 �g mL−1 (r2 = 0.9999) and 0.01–10.0 �g mL−1

r2 = 0.9996) in human serum and isoxicam capsule analysis. The
igh percentage recoveries indicate no interferences from ingredi-
nts that might be found in different formulations, which evaluates
he high efficiency of extraction procedure.

.5. Response characteristics

As has been mentioned earlier there are a few proposed meth-
ds for evaluation of isoxicam. The RSD values for these methods
ere obtained from 2.6 to 10.0%, and between 3.3 and 9.0% for
rocedures explained in references 19 and 20, respectively. The
ecoveries (determination of isoxicam in plasma samples) for pre-
ious methods were from 94 to 96% [19]; and 102.5–105.4% (RSDs
rom 2.5 to 5.4%) [20]. Also the linearity in plasma ranged from 0.2
o 10.0 �g mL−1 in both cases which are not as good as outcomes of
roposed procedure. The recovery of isoxicam as internal standard
or simultaneous determination of some oxicam drugs by LC–MS
as 59.7% [21].

Bartesch et al. investigated the photo stability of isoxicam
nd also they applied some analytical methods for quantitation
f this drug [29]. The analytical features of the applied proce-
ure are as follows: for HPLTC-densitometry, RSDs are from 1.98
o 3.33% (40 mg mL−1 to 2 �g mL−1) and the detection limit was
�g mL−1; for HPLC, RSDs were between 1.5 and 2.57% (40 mg mL−1

o 2 �g mL−1) and the limit of detection was 0.32 �g mL−1;
nd for Capillary electrophoresis, RSDs were from 1.42 to 3.47%
40 mg mL−1 to 2 �g mL−1) and the detection limit was 1 �g mL−1.

In comparison with these results, the precision of proposed
ethod represented by RSD values in each step: determination

1.61–4.8%); pre-concentration (0.66%) and real sample analysis
human serum: 0.31–1.3%; isoxicam capsule: 0.24–0.83%) is better
han the others. Also the determination limit and linear range in
ample analysis and simple determination of isoxicam is improved
n this procedure.
. Conclusion

In view of the need for a selective and sensitive method to
etermine isoxicam in complex matrix samples, in this work a

[

[
[
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non-covalently molecular imprinted polymer was synthesized and
applied as sorbent in SPE to obtain a selective and safe enrichment
of isoxicam with high recoveries. The extraction method is cost
effective and does not consume large amounts of organic and toxic
solvents. Also a simple spectrophotometric method was applied to
determine isoxicam which was extracted from complex matrixes.
However the preparation of sorbents is time consuming, but the
amount of synthesized polymer is high and also each packed col-
umn can be used at least five times. The obtained results show that
the proposed method can be used for pre-concentration and eval-
uation of trace amounts of isoxicam in real samples and the limit
of determination, linear dynamic range, selectivity and precision is
better than the other reported methods.
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This study sought to evaluate the ability of near-infrared reflectance spectroscopy (NIRS) to classify intact
green asparagus, in refrigerated storage under controlled atmosphere, by storage time and post-harvest
treatments applied. A total of 468 green asparagus (Asparagus officinalis, L., cultivar UC-157) were sam-
pled after 7, 14, 21 and 28 days of refrigerated storage (2 ◦C, 95% R.H.) under three controlled atmosphere
(CA) treatments: air (21 kPa O2 + 0.3 kPa CO2), CA1 (5 kPa O2 + 5 kPa CO2) and CA2 (10 kPa O2 + 10 kPa CO2).
Two commercially available spectrophotometers were evaluated for this purpose: a scanning monochro-
mator (SM) of 400–2500 nm and a combination of diode array and scanning monochromator (DASM) of
350–2500 nm. Models developed using partial least squares 2-discriminant analysis (PLS2-DA) correctly
reen asparagus

IR spectroscopy
on-destructive analysis
helf-life
ost-harvest treatment
iscriminant analysis
LS2

classified between 81–100% of samples by post-harvest storage time, depending on the instrument used.
Using similar models, the DASM instrument correctly classified 85% of samples by post-harvest treatment,
compared with 72% using the SM. These results confirmed that NIR spectroscopy, coupled with the use
of chemometric techniques, provides a reliable, accurate method of predicting the shelf-life of asparagus
under different storage conditions and as a function of post-harvest treatment applied; the method can
be readily applied at industrial level.
. Introduction

Asparagus is a highly perishable vegetable, whose post-harvest
etabolic activity prompts rapid and undesirable structural mod-

fications [1]. Once cut, the spear undergoes a number of changes
e.g. hardening due to lignifications, loss of soluble carbohydrates,
hanges in protein content, loss of vitamins, tip lengthening) affect-
ng texture and edibility, and thus shelf-life [2,3].

Asparagus fibrosity increases in the interval between harvest
nd product cooling, and is influenced both by the type and dura-
ion of post-harvest storage [1,4,5]. A negative correlation has been
eported between heat accumulation and shelf-life [6,7], so that
arvested spears should be cooled as quickly as possible, before
hey have been exposed to sunlight or adverse temperatures [8].
The requirements for asparagus storage are refrigeration at
–4 ◦C and high relative humidity (90–95%) for a period of 2–10
ays [1]. High relative humidity is essential, since asparagus dehy-
rates rapidly, leading to undesirable texture changes and weight

∗ Corresponding authors. Tel.: +34 957 212576; fax: +34 957 212000.
E-mail addresses: teresa.sanchez@uco.es (M.-T. Sánchez),

a2pemad@uco.es (D. Pérez-Marín).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.004
© 2008 Elsevier B.V. All rights reserved.

loss. Consumer demand has lately prompted a need for post-harvest
storage techniques which not only extend the life of fruit and veg-
etables over a longer period, but also ensure that initial sensory
quality is maintained [9]. Innovations in this field include the use of
controlled atmospheres, which preserve product quality and allow
the consumer to be presented with characteristics very similar to
those of the fresh vegetable [10,11]. The storage of asparagus in a
controlled atmosphere may prevent or lessen post-harvest changes
in flavor, color and chemical composition [3,12,13]. However, the
use of controlled atmospheres should be seen as complementary to
the appropriate management of temperature and relative humidity
during refrigerated storage [14].

The asparagus processing industry – using both fresh and mini-
mally processed products – requires non-destructive measurement
techniques that will allow asparagus to be classified in terms of
quality and post-harvest treatment, as well as enabling shelf-life
to be estimated. However, the estimation of shelf-life in fruit and
vegetable products on the basis of single quality parameters is hin-

dered by a number of constraints, since changes in quality may be
due to a large number of factors [15]. In this respect, the information
provided by the whole NIR spectrum, considered as the spectral fin-
gerprint of the product analyzed, may be of great value in charting
post-harvest asparagus quality and establishing shelf-life.
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Table 1
Basic technical features of two spectrophotometers: scanning monochromator (SM) and diode array and scanning monochromator (DASM).

Properties Instruments

SM: FNS-6500 DASM: LabSpec®Pro A108310

Detector type Silicon, 400–1100 nm. Lead sulphide, 1100–2500 nm Modular Silicon Array and 2 Peltier cooled InGaAs detectors
Wavelength range (nm) 400–2500 350–2500
Spectral bandpass 10 nm ± 1 nm in reflectance 3 nm at 700 nm. 10 nm at 1400–2100 nm
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Near-infrared reflectance spectroscopy (NIRS) shows consider-
ble promise for the non-destructive analysis of food products, and
s ideally suited to the requirements of the agrofood industry in
erms of both quality control and traceability: it requires little or no
ample preparation; it is both flexible and versatile (applicable to
ultiproduct and multicomponent analysis); it generates no waste,

s less expensive to run than conventional methods, and can be built
nto the processing line, enabling large-scale individual analysis and
eal-time decision making [16,17]. Although a number of published
tudies have addressed the application of NIRS technology to pre-
iction of quality parameters in fruit and vegetables [18,19], few
apers have focused on its use in asparagus, and particularly in
reen asparagus. Research has covered neutral detergent and acid
etergent fiber content [4], and the estimation of texture-related
arameters [20] in dry ground asparagus. Models have been con-
tructed to enable classification by variety [21], again in dry ground
reen asparagus, as well as by spear area and harvesting date in
ntact white asparagus [22]. However, no published studies have
ealt with the application of NIR spectroscopy models for predict-

ng shelf-life – a major commercial parameter – or the influence of
ost-harvest treatments on shelf-life.

Most published studies have used previously processed sam-
les rather than intact asparagus [4,20,21], and have thus failed to
xploit one of the main advantages of NIRS technology, its non-
estructive nature. In recent years, NIRS equipment has undergone
adical changes; new-generation instruments are much more ver-
atile, more portable and better adapted to on-site, non-destructive
easurement.
The use of PLS-discriminant analysis on spectral data for intact

sparagus as a means of classifying the product by storage inter-
al, as an estimator of the shelf-life of the product, and by type
f post-harvest treatment was evaluated by comparing the per-
ormance of discrimination models with different instruments and
ifferent spectrum treatments; finally, the optimum wavelengths
or classification purposes were determined.

. Materials and methods

.1. Samples

A total of 468 green asparagus spears (Asparagus officinalis, L.,
ultivar UC-157), grown in selected, controlled plots in Huétor-Tájar
Granada, Spain), were harvested by hand over one three-month
rop season (April–June, 2007). Spears were placed under refriger-
tion (2 ◦C, 95% R.H.) and exposed to one of the three controlled
tmosphere (CA) treatments: air (21 kPa O2 + 0.3 kPa CO2), CA1
5 kPa O2 + 5 kPa CO2) and CA2 (10 kPa O2 + 10 kPa CO2). The product
as kept under these conditions throughout the trial period, with
amples drawn for analysis at 7, 14, 21 and 28 days; fresh untreated
amples (0 days) were used as control.

Fresh and stored asparagus spears were cut into three parts
or analysis: tip (0–6 cm, measured from the apex of the spear),

iddle portion (6–12 cm) and base (12–18 cm); thus the total num-
0.1 s
Post
Full spectrum
Interactance–reflectance

ber of samples available for discrimination process was of 1404
samples.

2.2. Spectra collection

Spectra were collected from all samples in reflectance–interac-
tance mode (Log 1/R) using two NIR-instruments: (1) FNS-6500
scanning monochromator (FOSS NIRSystems, Silver Spring, MD,
USA); and (2) LabSpec®Pro A108310 Spectrometer (Analytical Spec-
tral Device (ASD), Inc., Boulder, Colorado, USA). The main features
of these instruments are listed in Table 1, the major difference
between the two being the measuring principle involved.

The FNS-6500 scanning monochromator was interfaced to
a remote reflectance fiber-optic probe (NR-6539-A) with a
50 mm × 6 mm window. Each spear portion to be analyzed was
hand-placed in the probe so that the desired asparagus location
was centred on, and in direct contact with, the probe. Two sep-
arate spectral measurements were made on each spear portion,
rotating the sample through 180◦ after the first measurement. The
optical absorption spectrum ranged from 400 nm to 2500 nm, in
2-nm steps. The signal was collected using WINISI v. 1.50 software
package (Infrasoft International, Port Matilda, PA, USA).

The second instrument was a diode array scanning monochro-
mator NIR spectrometer (LabSpec®Pro A108310) equipped
with a fiber-optic contact probe (Ø 5 mm), working in
reflectance–interactance mode in the spectral range 350–2500 nm
(every 1 nm). The first measurement was made at the middle point
of the spear portion to be analyzed, and the second after rotating
the sample through 180◦. The signal was collected using the
IndicoTM Pro software package (Analytical Spectral Device (ASD),
Inc., Boulder, Colorado, USA) and pretreated using the Unscrambler
v. 7.5 program (CAMO, ASA, Oslo, Norway).

In both cases, the averaged spectrum for each spear was used
for data processing.

2.3. Definition of calibration and validation sets

The design of models to classify asparagus by post-harvest stor-
age time with a view to estimating shelf-life was based on five
classification groups: 0, 7, 14, 21 and 28 days’ storage. Each group
contained 108 samples for each of the three post-harvest treat-
ments applied and for each NIRS instrument tested, except the 0
days group that only has 108 samples.

Models to classify asparagus by post-harvest treatment used
three classification groups, one for each treatment tested: ambi-
ent air, controlled atmosphere 1 and controlled atmosphere 2. Each
group comprised 108 samples for each storage interval tested: 7, 14,
21 and 28 days.
For structuring the calibration population, an initial principal
component analysis (PCA) was performed to calculate the centre
of the population and the distance of samples (spectra) from that
centre in an n-dimensional space, using the Mahalanobis distance
(GH); samples with a statistical value greater than 3 were consid-
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Table 2
Percentage of spears correctly classified by storage interval. PLS-DA. FNS-6500. Spectral range: 500–2200 nm.

Qualitative groups Post-harvest treatments

21 kPa O2 + 0.3 kPa CO2 5 kPa O2 + 5 kPa CO2 10 kPa O2 + 10 kPa CO2

A: 75% A: 83% A: 84%
B: 0.32 B: 0.29 B: 0.29
C: 27 C: 26 C: 30
D: 1,10,5,1 D: 1,10,5,1 D: 1,10,5,1

Storage time (days) Training set Validation set Training set Validation set Training set Validation set

Day 0 88% 95% 93% 95% 99% 100%
Day 7 79% 80% 80% 75% 83% 75%
Day 14 68% 80% 75% 80% 72% 95%
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, Percentage of correctly classified training samples after cross validation; B, Mode

red outliers or anomalous spectra [23]. After elimination of outlier
pectra, samples to be used for calibration and external validation
ets were selected solely on the basis of spectral data, following the
ethod proposed by Shenk and Westerhaus [23], using the CEN-

ER algorithm included in the WinISI II software package version
.50 (Infrasoft International, Port Matilda, PA, USA). This algorithm
erforms a principal component analysis PCA, reducing the original
pectral information (Log 1/R values) to a small number of linearly
ndependent variables, thus facilitating the calculation of spectral
istances. These new variables were used to calculate the centre of
he spectral population and the distance (expressed as the Maha-
anobis ‘GH’ distance) of each sample in the calibration set from that
entre. Having ordered the sample set by spectral distances (from
mallest to greatest distance to the centre), the 20 samples form-
ng the external validation set for each discrimination group were
elected, i.e. 1 out of every 5 samples in the overall set.

.4. Development of near-infrared classification models

Discriminant models were constructed to classify asparagus by
torage time and post-harvest treatment, using PLS-discriminant
nalysis (PLS-DA) for supervised classification. Specifically, the
LS2 algorithm was applied, using the “Discriminant Equations”
ption in the WINISI v. 1.50 software package. The principles and
rocedures involved in NIRS discriminant analysis are essentially

dentical to those involved in quantitative analysis, the main dif-
erence between the two lying in the type of variables predicted:

iscriminant analysis uses discrete variables (membership or non-
embership of a given group), rather than analyte concentrations

r other continuous data [24]. Briefly, PLS discriminant analysis
ses a training set to develop a qualitative prediction or calibration
odel which may subsequently be applied for the classification

able 3
ercentage of spears correctly classified by storage interval. PLS-DA. LabSpec®Pro A10831

ualitative groups Post-harvest treatments

21 kPa O2 + 0.3 kPa CO2

A: 100%
B: 0.14
C: 16
D: 2,5,5,1

torage time (days) Training set Validation set

ay 0 100% 100%
ay 7 100% 100%
ay 14 100% 100%
ay 21 100% 100%
ay 28 100% 100%

, Percentage of correctly classified training samples after cross validation; B, Model SECV
85% 95% 82% 85%
83% 90% 84% 100%

; C, number of factors; D, math treatment.

of new unknown samples. This model seeks to correlate spectral
variations (X) with defined classes (Y), attempting to maximize
the covariance between the two types of variables. In this type
of approach, the Y variables used are not continuous, as they are
in quantitative analysis, but rather categorical “dummy” variables
created by assigning different values to the different classes to be
distinguished.

All models were developed using four cross validation groups
(i.e. the calibration set is partitioned into four groups; each group is
then predicted using a calibration developed on the other samples),
a spectral range from 500 to 2200 nm (every 2 nm), eliminating
signal noise at the beginning and end of the spectral range, and com-
bined SNV + Detrend treatment for scatter correction [25]. First- and
second-derivative treatments were tested: 1,5,5,1; 1,10,5,1; 2,5,5,1
and 2,10,5,1, where the first digit is the number of the derivative, the
second is the gap over which the derivative is calculated, the third
is the number of data points in a running average or smoothing, and
the fourth is the second smoothing [26].

The precision of the models obtained was evaluated using the
standard error of cross validation (SECV) and the percentage of cor-
rectly classified samples, both for the global model and for each
class.

3. Results and discussion

3.1. Classification by storage time
Results for the best discriminant models, obtained by PSL2-DA,
for predicting storage time and thus shelf-life in asparagus stored
under refrigeration in a controlled atmosphere, using two analytical
instruments and various training sets, are shown in Tables 2 and 3.

0. Spectral range: 500–2200 nm.

5 kPa O2 + 5 kPa CO2 10 kPa O2 + 10 kPa CO2

A: 100% A: 100%
B: 0.14 B: 0.15
C: 11 C: 11
D: 2,5,5,1 D: 2,5,5,1

Training set Validation set Training set Validation set

100% 100% 100% 100%
100% 100% 100% 100%
100% 100% 100% 100%
100% 100% 100% 100%
100% 100% 100% 100%

; C, number of factors; D, math treatment.
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Fig. 1. D1 Log(1/R) for intac

Generally speaking, the most accurate discriminant models
ere obtained using D1 Log(1/R) for the FNS-6500 and D2 Log(1/R)
or the LabSpec®Pro A108310.
The LabSpec®Pro A108310 correctly classified 100% of samples

n all three post-harvest treatment groups, while the shelf-
ife prediction models developed using the FNS-6500 correctly
lassified 75% of spears stored in ambient air and 83–84% of
n asparagus for FNS-6500.

samples stored in the two controlled atmospheres. A similar
trend was recorded for partial or class-based discrimination

data. SECV values for models to classify samples by post-
harvest storage time were also lower with the LabSpec®Pro
A108310 (0.14 in ambient air; 0.14 in CA1; 0.15 in CA2) than
with the FNS-6500 (0.32 in ambient air; 0.29 in CA1; 0.29 in
CA2).
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Figs. 1 and 2 show the mean spectra for each class (stor-
ge time), together with the spectral signal pretreatment that

ielded the best result in each case, grouped by storage treat-
ent and NIRS instrument used. For asparagus stored in ambient

ir and analyzed on the FNS-6500 – for which the lowest per-
entage of correctly classified samples was recorded (Table 2)

there was considerable overlap of mean spectra, which
ragus for LabSpec®Pro A108310.

hindered discrimination; absorption bands at around 642 nm,
682 nm and 1874 nm appeared to have the greatest classifica-

tion weight. A higher percentage of correctly classified samples
was obtained for asparagus in the two controlled atmosphere
groups (Table 2). Mean spectra of these groups were more clearly
differentiated (Fig. 1) considering absorption bands at around
642–646 nm, 938–940 nm, 990–1008 nm, 1122–1124 nm, 1320 nm,
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Table 4
Percentage of spears correctly classified by post-harvest treatment. PLS-DA. FNS-6500. Spectral range: 500–2200 nm.

Qualitative groups Storage time (days)

7 days 14 days 21 days 28 days

A: 74% A: 69% A: 72% A: 74%
B: 0.40 B: 0.45 B: 0.48 B: 0.42
C: 14 C: 14 C: 29 C: 19
D: 1,10,5,1 D: 1,5,5,1 D: 1,10,5,1 D: 1,5,5,1

Post-harvest treatments Training set Validation set Training set Validation set Training set Validation set Training set Validation set

21 kPa O2 + 0.3 kPa CO2 92% 100% 85% 85% 87% 75% 94% 95%
5 kPa O2 + 5 kPa CO2 66% 55% 49% 55% 64% 65% 65% 65%
10 kPa O2 + 10 kPa CO2 65% 45% 73% 60% 65% 60% 65% 75%

A, Percentage of correctly classified training samples after cross validation; B, Model SECV; C, number of factors; D, math treatment.

Table 5
Percentage of spears correctly classified by post-harvest treatment. PLS-DA. LabSpec®Pro A108310. Spectral range: 500–2200 nm.

Qualitative groups Storage time (days)

7 days 14 days 21 days 28 days

A: 89% A: 80% A: 86% A: 85%
B: 0.34 B: 0.44 B: 0.32 B: 0.34
C: 16 C: 26 C: 10 C: 11
D: 2,10,5,1 D: 2,10,5,1 D: 2,10,5,1 D: 2,5,5,1

Post-harvest treatments Training set Validation set Training set Validation set Training set Validation set Training set Validation set

21 kPa O2 + 0.3 kPa CO2 95% 100% 98%% 90% 96% 100% 100% 95%
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kPa O2 + 5 kPa CO2 83% 95% 54%
0 kPa O2 + 10 kPa CO2 89% 85% 86%

, Percentage of correctly classified training samples after cross validation; B, Mode

370–1380 nm, 1490–1496 nm, 1860–1880 nm and 1970 nm. Using
he LabSpec®Pro A108310 (Fig. 2), differentiation between classes
as much clearer, suggesting that the models obtained provided

xcellent discriminant power. Generally speaking, discrimination
f asparagus by shelf-life in the NIR region of the spectrum appears
o be related to water content and O–H combinations, suggesting
hat differences caused by fiber profiles and water loss might con-
ribute to the variations as a function of storage time. This confirms
ndings reported by Garrido et al. [4], who noted that NIR spectra
ere sensitive to chemical changes in neutral and acid detergent
ber over the storage period.

Models were validated using sample sets not included in model
evelopment: 100% of samples were correctly classified using the
abSpec®Pro A108310, while between 65% and 100% were correctly
lassified using the FNS-6500.

Generally speaking, while both instruments proved suitable
or estimating shelf-life in green asparagus, better results were
btained with the LabSpec®Pro A108310, perhaps due to the mea-
urement system used, i.e. the design of the sampler probe and
he nature of the product–radiation interaction. The FNS-6500 per-
orms a scan of the sample, while with the LabSpec®Pro A108310,
he spectral measurement is made at a central point of each spear
rea to be analyzed, due to the small probe diameter. As a result,
ach spectrum captured by the FNS-6500 displays greater vari-
bility than its LabSpec®Pro A108310 counterpart, partly because
pear deterioration is not wholly uniform. Moreover, the num-
er of latent variables used with discriminant models, based on
pectra obtained with the FNS-6500, was virtually twice that rec-
mmended for obtaining models using the LabSpec®Pro A108310
Tables 2 and 3).
.2. Classification by post-harvest treatment

The results obtained by the best discriminant models for clas-
ifying asparagus spears by post-harvest treatment, for the various
50% 81% 80% 84% 75%
75% 82% 80% 71% 75%

; C, number of factors; D, math treatment.

storage times tested and using the two analytical instruments, are
shown in Tables 4 and 5.

Again, generally speaking, the best discriminant models were
obtained D1 Log(1/R) for FNS-6500 and D2 Log(1/R) for LabSpec®Pro
A108310.

The LabSpec®Pro A108310 yielded a higher overall percentage
of correctly classified samples for the various storage periods ana-
lyzed: 7 days (89% vs. 74% for the FNS-6500), 14 days (80% vs. 69%),
21 days (86% vs. 72%) and 28 days (85% vs. 74%). The SECVs for the
models obtained using the LabSpec®Pro A108310 were also lower
than those recorded with the FNS-6500, although the difference
was less marked than for discrimination by post-harvest storage
interval.

Analysis of partial discrimination by classes within each model
(Tables 4 and 5) showed that the lowest percentage of correctly
classified samples was obtained after 14 days’ storage using both
instruments.

Models for classifying spears by post-harvest treatment were
validated using new sample sets not included in model devel-
opment: the percentage of correctly classified samples using the
FNS-6500 ranged from 45% for asparagus stored in controlled atmo-
sphere 2 for 7 days, and 100% for samples stored in ambient air for
7 days. Using the LabSpec®Pro A108310, the equivalent percent-
ages ranged from 50% for asparagus stored for 14 days in controlled
atmosphere 1 and 100% for samples stored in ambient air for 7
and 21 days. It should be noted that, in all cases, most misclas-
sified samples belonged to one of the two controlled atmosphere
sets; discrimination between the two was insufficient. By contrast,
discrimination between samples stored in ambient air and those
stored in either of the controlled atmospheres was sufficient.
4. Conclusions

These results suggest that NIRS technology enables classification
of intact green asparagus stored in refrigeration under controlled
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tmosphere, both by storage time and by post-harvest treatments
pplied, with an accuracy of up to 100%, using either of the two
nstruments tested. It should also be considered that the work here
resented is a first step towards shelf-life prediction for aspara-
us, allowing increased sampling of each batch produced, and thus
nsuring a more precise and accurate guarantee of specific quality.
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The coupling of ultra high-pressure liquid chromatography with a single quadrupole mass spectrometer
was investigated for the analysis of several cytochromes P450 (CYP450) substrates and respective metabo-
lites. The effect of numerous operating parameters (e.g. mobile phase pH, flow rate, gradient length, MS
acquisition mode, dwell time, polarity switching, etc.) on selectivity, sensitivity and acquisition rate was
studied. It was demonstrated that basic pH conditions provided the best compromise in terms of sensi-
tivity and chromatographic selectivity with both acidic and basic compounds. The optimal mobile phase
flow rate for UHPLC–MS experiments should be comprised between 300 and 600 �L/min for 2.1 mm ID
Fast-LC
Pharmaceutical
U
U
U

columns, while a higher flow rate generated up to 3-fold loss in sensitivity. It was also demonstrated
that the fast polarity switching mode represented a valuable tool to improve throughput, maintaining
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. Introduction

In the pharmaceutical industry, the drug development process
epresents a long and tedious task, which takes about 10–15 years
rom the screening of thousands of new chemical entities (NCEs)
o the drug launching on the market [1]. Today, fast analytical
rocedures emerge to face with the increased number of NCEs
2] and numerous approaches have already been implemented to
educe the time necessary to complete the whole analytical pro-
ess (including sample preparation, separation, detection and data
reatment). Regarding the separation step, many improvements
ere brought to conventional gas chromatography (GC) [3,4], cap-

llary electrophoresis (CE) [5–7], and liquid chromatography (LC).
In LC, several solutions have been proposed to speed up the

eparation such as the reduction of the column length and the
imultaneous increase of mobile phase flow rates [8]. This strategy
s easy to implement but generates limited efficiency and resolu-
ion [9]. Therefore, it could only be hyphenated with a MS detector,
hich provides supplementary selectivity for identification and
onfirmation of analytes in complex mixtures [10]. An alternative
trategy uses monolithic supports [11–14]. Due to their bimodal
tructure (i.e., macropores and mesopores), they generate good per-
ormance (close to that of columns packed with 3–3.5 �m particles)

∗ Corresponding author. Tel.: +41 22 379 34 11; fax: +41 22 379 68 08.
E-mail address: davy.guillarme@unige.ch (D. Guillarme).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.11.029
ly, limits of detection were included in the range [1–50 ng/mL] in positive
g/mL] in negative ionization mode, for investigated compounds.

© 2008 Elsevier B.V. All rights reserved.

with limited backpressure equivalent to that of a chromatographic
column packed with 11 �m particles [15]. However, there is a lack
of silica-based column chemistries (e.g. only C18) and dimensions
are not adapted to conventional MS sources [16]. Solutions were
found in the literature and among them, (i) the use of a flow split-
ter [17], (ii) the use of atmospheric pressure chemical ionization
(APCI) source instead of electrospray ionization (ESI), as the former
is compatible with higher mobile phase flow rates [18,19], and (iii)
the use of nano-monolithic columns with specific ESI emitter [20].
Another approach consists in increasing the mobile phase tempera-
ture, up to 200 ◦C, with adapted instrumentation and columns [21].
As example, separations 3–5 times faster can be achieved at 90 ◦C
with equivalent efficiency and backpressure compared to ambient
temperature [22,23]. In addition, high temperature liquid chro-
matography (HTLC) is fully compatible with all existing detection
modes [24], particularly MS, where an improvement in sensitivity
can be obtained, due to the easier compounds desolvatation at high
mobile phase temperature [25,26]. Nevertheless, even though man-
ufacturers developed columns that withstand temperature of 90 ◦C
[27] and suitable instrumentation for preheating the mobile phase
[28], the thermal stability of the compounds can still be an issue,
which must be deeply investigated [29]. The most recent strategy
to reach good performance in terms of analysis time and efficiency

uses chromatographic supports packed with sub-2 �m particles in
ultra high-pressure conditions (UHPLC technology). This strategy
was originally developed by Jorgenson and coworkers who demon-
strated the possibility to attain efficiencies as high as 300,000 plates
at an extreme backpressure of 7000 bar [30]. It is now possible
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o find commercial UHPLC systems that provide ultra-fast separa-
ions with the help of short columns packed with small particles
nd withstand elevated pressure (up to 1000 bar) [31]. Therefore,
nalysis time can be decreased by a factor of 10–20 compared to
onventional LC, while maintaining excellent resolution [9].

The combination of UHPLC with MS looks promising for deter-
ining drugs at low concentration level within a short analysis

ime. However MS devices should be able to detect the very
hin peaks generated by UHPLC (average peak width at baseline
ften lower or equal to 3 s), without compromising sensitivity
32]. To date, about 30% of the works published in UHPLC–MS
ere achieved with time-of-flight (TOF) or Q-TOF instruments. TOF

nalyzer is perfectly compatible with UHPLC due to its high acqui-
ition rate over a broad mass range, necessary to properly define
he chromatographic peak [33]. However, several providers have

ecently commercialized new quadrupole-based instruments with
mproved full scan acquisition rate (up to 10,000 m/z/s), reduced
well time (as low as 5 ms) for selected ion monitoring (SIM)
ode, and rapid (ca. 20 ms) polarity as well as ionization mode

witching (for simultaneous ESI+/ESI−, APCI+/APCI−, ESI/APCI, and

Fig. 1. Chemical structures (and molecular weights) of the

able 1
hysico-chemical properties, concentrations and optimal cone voltages for investigated
Advanced Chemistry Development) software v8.14 for Solaris.

YP450 Substrates Conc. (�g/mL) m/z pKaac pKab Metaboli

A2 Phenacetin 1 +180 14.47 1.42 Acetamin
B6 Bupropion 1 +240 – 7.16 Hydroxy
D6 Dextromethorphan 0.5 +272 – 9.13 Dextrorp
A4 Midazolam 0.5 +326 – 5.56 1′-Hydro

E1 Chlorzoxazone 1 −168 8.46 – 6-Hydro
C9 Diclofenac 10 −295 4.18 – 4′-Hydro
C19 Omeprazole 1 −344 8.46 4.72 5′-Hydro
78 (2009) 377–387

APCI/APPI operations). Many publications appeared in UHPLC–MS
and showed the benefits of UHPLC vs. HPLC [34,35]. The perfor-
mance in terms of sensitivity was generally outlined but it must be
noted that numerous studies compared chromatographic systems
with detectors from different generations [36,37].

In this work, the performance of UHPLC coupled with a single
quadrupole instrument was evaluated for the rapid analysis of a
drug cocktail containing substrates and metabolites of the major
cytochrome P450 (CYP450) isozymes [38]. The effect of several
operating parameters (e.g. mobile phase flow rate, pH, gradient
length, MS acquisition mode, dwell time, polarity switching, etc.) on
selectivity, sensitivity and acquisition rate was investigated. More-
over, limits of detection (LOD) were determined in best conditions.

2. Experimental
2.1. Chemicals and reagents

Bupropion HCl, dextromethorphan HBr, dextrorphan tartras
and acetaminophen were purchased from Sigma–Aldrich (Buchs,

14 investigated CYP450 substrates and metabolites.

substrates and associated metabolites. pKa values were estimated with ACD/Labs

tes Conc. (�g/mL) m/z pKaac pKab Cone voltage (V)

ophen 5 +152 9.86 1.72 30
bupropion 1 +256 6.15 7.31 12
han 0.5 +258 10.14 8.89 35
xymidazolam 0.5 +342 – 4.39 30

xychlorzoxazone 2.5 −184 7.83 0.41 35
xydiclofenac 10 −311 4.17 – 15
xyomeprazole 1 −360 9.28 3.93 25
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witzerland), 1′-hydroxymidazolam and 6-hydroxychlorzoxazone
ere supplied by Cerilliant Corp. (TX, USA) and hydroxy-
upropion obtained from Lipomed AG (Arlesheim, Switzerland).
iclofenac, chlorzoxazone, midazolam, omeprazole, phenacetin, 4′-
ydroxydiclofenac and 5′-hydroxyomeprazole were kindly offered
y the Division of Clinical Pharmacology and Toxicology (Geneva
niversity Hospitals, Switzerland). Chemical structures of the 14

nvestigated substrates and metabolites were reported in Fig. 1
hile their physico-chemical properties, and considered concen-

rations summarized in Table 1. To reach suitable concentrations
or MS detection, stock solutions at 1 mg/mL in MeOH were appro-
riately diluted with pure water.

Formic acid and acetonitrile (ACN) were of ULC/MS grade and
urchased from Biosolve (Valkenswaard, Netherlands). Ammonium
ydroxide was provided by Sigma–Fluka (Buchs, Switzerland).
ater was obtained from a Milli-Q Water Purification System from
illipore (Bedford, MA, USA).
Formate buffer 10 mM was prepared with an adapted volume of

ormic acid and the pH adjusted to 3.0 with ammonium hydrox-
de. Acetate buffer 10 mM was prepared with an adapted volume of
cetic acid and the pH adjusted to 5.0 with ammonium hydroxide.
mmoniac buffer 10 mM was prepared with an adapted volume of
mmonium hydroxide and the pH adjusted to 9.0 with formic acid.
H was measured with a Metrohm pH meter (Herisau, Switzer-

and) and each prepared buffer had a buffer capacity higher than
mM/pH unit.

.2. Instrumentation

Analyses were performed on a Waters ACQUITY UPLC system
yphenated with a single quadrupole SQD mass spectrometer oper-
ted at single mass resolution of m/z 0.7 FWHM, which possesses
n upper mass limit of m/z 2045. UPLC included a binary solvent
anager with a maximum delivery flow rate of 2 mL/min, a sample
anager with an injection loop volume of 2 �L (full loop injec-

ion), and a column oven set at 30 ◦C. The chromatographic column
as a Waters ACQUITY UPLC BEH Shield RP18 (50 mm × 2.1 mm ID,

.7 �m). Extra-column volume (Vext) of the UPLC–MS configuration
as experimentally estimated at about 22 �L and dwell volume (Vd)

t 100 �L with the 2 �L injection loop.
Ionization parameters and cone voltages were optimized by

nfusing each compound (1–10 �g/mL) at pH 3 and 9 at various
obile phase flow rates. Optimal cone voltage values were sum-
arized in Table 1. The capillary voltage and the source extractor

oltage were set at ±3.5 and ±2 V, respectively. The source temper-
ture was maintained at 140 ◦C, the desolvatation gas temperature
nd flow at 450 ◦C and 700 L/h, respectively, and the cone gas flow
t 50 L/h. For APCI operations, the corona discharge was set at 2 �A.

MS detection was carried out in SIM and scan modes. Two ion-
zation modes, ESI and APCI, were evaluated, as the ESCi® source

llows separate or simultaneous ESI and APCI operations without
equiring a physical change of the ionization source. Experiments
ere performed in negative, positive or negative/positive modes,
epending on the nature of the compounds. The acquired m/z were
ummarized in Table 1 for each compound.

able 2
nvestigated experimental parameters.

Mobile phase pH Mobile phase flow rate (�L/min)

in. value 3 300

nterm. value 5 600

ax. value 9 1000
78 (2009) 377–387 379

Data acquisition, data handling and instrument control were
performed by Empower 2.0 Software (Waters, Milford, MA, USA).

2.3. Procedure

In this study, 270 experiments were conducted by UHPLC–MS
to evaluate the influence of mobile phase pH, flow rate, gradient
length, SIM dwell time and ionization mode on chromatographic
selectivity, detector sensitivity and number of compounds that
could be simultaneously detected. Investigated parameters and
their respective ranges were summarized in Table 2. A system suit-
ability experiment (SSE) was injected in the system every 20 runs to
account for the change in MS ionization yield and chromatographic
performance of the column during the sequence. A blank injection
was performed before each SSE.

All experiments were performed in gradient mode to obtain
the best compromise between resolution and analysis time. Three
retention factors of solutes in the eluted mobile phase composition
(ke = 1, 3, 5) were considered [39]. Gradient lengths were deter-
mined according to the mobile phase flow rate (F, mL/min), using
the well-known definition of ke:

ke = tgrad × F
2.3 × V0 ×�˚× S (1)

where tgrad (min) is the gradient time, V0 (mL) is the col-
umn dead volume (V0 = 120 �L considering column dimensions),
�˚= (%Bfinal − %Binitial)/100 is the relative change in ACN during the
gradient, comprised between 0 and 1, and S is a constant term equal
to 4 for small molecules.

The initial ACN composition was 5% while the final composi-
tion varied according to the gradient length: 70, 60 and 50% of
ACN for ke = 1, 3 and 5, respectively. For ke = 1 to 5, gradient lengths
were comprised between 1.86 and 9.30 min at 300 �L/min, 0.93 and
4.65 min at 600 �L/min, and 0.56–2.79 min at 1000 �L/min. Finally,
the re-equilibrating time was set to 4, 2 and 1.2 min at 300, 600 and
1000 �L/min, respectively (ca. 10t0).

Results were assessed in terms of signal-to-noise ratio (S/N) for
each studied compound on respective extracted ion current (XIC).
Because results were similar for all compounds, influence of each
experimental parameter on S/N was only reported for a limited
number of representative compounds and conditions.

3. Results and discussion

3.1. Optimization of chromatographic conditions

CYP450 represent the major oxidative drug-metabolizing enzy-
matic system in humans accounting for the biotransformation of
many drugs [40]. For phenotyping studies, drug cocktails with dif-
ferent physico-chemical properties (Table 1) are often used in a

single experiment for the determination of enzymatic activities
[41,42]. In the present study, seven CYP450 probe substrates and
their respective major metabolites were selected for their clinical
relevance. A powerful UHPLC–MS method was developed to rapidly
analyze this drug mixture.

Gradient length (ke) Dwell time (ms) Ionization mode

1 5 ESI+
ESI−

3 10 ESI±
APCI±

5 20 ESCi®±
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Fig. 2. Chromatograms of optimal separations obtained with ACQUITY BEH Shield RP18 50 mm × 2.1 mm ID, 1.7 �m column at 30 ◦C and F = 600 �L/min. (A) pH 5, with a
linear gradient from 2.5 to 32.8% ACN in 7.97 min, then hold for 0.7 min. (B) pH 3, with a linear gradient from 2 to 56.5% ACN in 3.04 min, then hold for 0.7 min. (C) pH 9, with
a linear gradient from 6.3 to 42.8% ACN in 5 min, then hold for 0.7 min. MS detection was performed in SIM mode, ESI± using source parameters described in Section 2. In
presence of several peaks per chromatogram, peak that corresponded to [M+H]+ or [M−H]− ion of the considered analyte was represented with * symbol. Acidic compounds
were emphasized with italic police.
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Fig. 3. Effect of pH value on ESI-MS sensitivity at F = 600 �L/min. UHPLC–MS exper-
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.1.1. Mobile phase pH
The determination of optimal pH conditions for the simultane-

us LC–MS analysis of a mixture containing ionizable compounds,
uch as acidic and basic drugs, remains challenging. As ESI-MS is
enerally achieved with analytes under their ionized form, acidic
onditions are commonly selected for basic compounds detected in
he positive mode, while basic conditions are used for acidic com-
ounds in the negative mode [33]. From a chromatographic point
f view, these conditions might not be suitable because of (i) a lack
f selectivity and retention for ionized species in RP-LC [43], and
ii) a poor peak shape for basic drugs, attributable to a significant
ailing due to secondary interactions with residual silanol groups
44]. Plumb and co-workers [45,46] recently suggested that a good
ompromise on MS sensitivity, LC selectivity and peak shape could
e reached at intermediate pH value (i.e., pH 5).

.1.1.1. Effect on selectivity. Since selected compounds possess a
ide range of physico-chemical properties, three different buffers

i.e., pH 3, 5 and 9) were initially investigated to obtain sufficient
apacity (>5 mM/pH unit) and according to their volatility. The opti-
al chromatographic conditions at each pH were found thanks to
PLC modelling software (Osiris 4.1.1.2, Datalys, Grenoble, France)
n the basis of two generic gradients that only differed in slope.
t pH 3, the best separation was obtained with a linear gradient of
CN from 2 to 56.5% in 3.04 min, then hold for 0.7 min. At pH 5, the
eparation was performed with a linear gradient of ACN from 2.5 to
2.8% in 7.97 min, then hold for 0.7 min. At pH 9, the separation was
chieved with a linear gradient of ACN from 6.3 to 42.8% in 5 min,
hen hold for 0.7 min. Fig. 2 shows the chromatograms considering
he three pH values. All these chromatograms were obtained with
flow rate of 600 �L/min.

The separation achieved at pH 5 (Fig. 2A) presented a high
hromatographic selectivity, as all investigated compounds were
aseline separated (e.g. m/z 240, 256, 258). However, a significant
ensitivity decrease was observed, comparing to other pH. Indeed,
S signals decreased by a factor of 2–20, depending on the consid-

red analyte, and even 150-fold for bupropion, while background
oise remained equivalent at each pH. Another limitation observed

n Fig. 2A was the poor peak shape, attributable to possible sec-
ndary interactions of the compounds with the stationary phase
t this pH. Chromatographic peaks were distorted and asymmetry
ecame occasionally unacceptable (e.g. m/z 152, 240, and 342). Due
o these constraints, pH 5 was discarded of further investigation.

On the other hand, the chromatographic selectivity was limited
t pH 3 (Fig. 2B) and most of the analytes were eluted within a
hort time window (0.8–1.6 min). This behavior was attributed to
he lower retention and selectivity of basic analytes under acidic
onditions, as expected. This could lead to interferences with unre-
ained sample matrix components (i.e., matrix effect) inducing ion
uppression or enhancement [47]. Furthermore, the limited spec-
ral resolution of the single quadrupole mass spectrometer (m/z 0.7
WHM) did not allow straightforward MS discrimination. In this
tudy, this lack of selectivity was critical since: (i) isotopic abun-
ance of Cl35/Cl37 occurred in most investigated compounds, in
onjunction with a small m/z difference for several analytes (e.g.
ydroxybupropion, m/z 256 vs. dextrorphan, m/z 258), and (ii) in-
ource fragmentation produced fragmentation of metabolites (e.g.
ydroxyl function loss of hydroxybupropion, m/z 256), yielding two

dentical XIC peaks within the same SIM trace of the corresponding
ubstrates (e.g. bupropion, m/z 240). For theses reasons, a selec-
ive UHPLC separation was mandatory prior to MS detection with

single quadrupole analyzer.

Finally, the separation was performed with a mobile phase at
H 9 (Fig. 2C). For successful operation in basic conditions, it is

mportant to work with a column that withstands high pH. The col-
mn used in this study was a hybrid stationary phase with ethylene
iments of bupropion in ESI+, dextromethorphan in ESI+, and diclofenac in ESI−. MS
detection was performed in SIM mode, ESI± using source parameters described in
Section 2. Results are presented in relative scale where values at pH 3 correspond to
100%.

bridges inside the silica matrix, ensuring high pH stability (up to pH
11). At pH 9, the column stability was excellent and the selectivity
sufficient, as the separation was acceptable for almost all inves-
tigated compounds. Besides selectivity, the peak shapes of basic
compounds were also improved as secondary interactions were
strongly reduced with uncharged species. Finally, because basic
compounds were more retained and eluted with more symmetrical
peaks, the overall chromatographic resolution was increased.

3.1.1.2. Effect on sensitivity. The pH influence on MS response was
investigated for the whole set of compounds. For clarity’s sake, only
results for three representative analytes were reported, namely
diclofenac, bupropion and dextromethorphan, since results were
similar for all studied analytes. Fig. 3 shows the MS sensitivity (S/N)
of these substrates at 600 �L/min and two pH values (3 and 9). A
distinct behavior was emphasized for acidic vs. basic compounds.
For basic drugs, the MS response was clearly improved at pH 9
compared to pH 3. This increase was important with bupropion
(factor 4) and less pronounced with dextromethorphan (factor 2).
For acidic analytes, such as diclofenac, sensitivity decreased 2-fold
under basic conditions. The increase in MS response with bases at
pH 9 and acids at pH 3 is counter-intuitive but was already reported
[48–50].

Several reasons may account for enhanced MS signal of basic
drugs at pH 9. First, Enke suggested a mechanism to form pre-
existing [M+H]+ ions in basic conditions [51]: a fixed amount of
excess charge (i.e., protons) is produced in ESI, depending on flow
rate and capillary voltage, and basic analytes can be protonated even
under alkaline conditions. Second, numerous works suggested that
a proton-transfer reaction may occur between protonated amines,
such as NH4

+ ions from buffer, and neutral bases in the gaseous
phase [49,52,53]. It should also be stressed that the assessment of
ionization degree of bases [48] could be biased since the nature
and proportion of organic modifier affect the pKa of buffer com-
ponents and analytes [54]. Finally, pH of the droplets generated
in ESI process may be significantly different from that of a bulk
solution [33]. The ESI process also depends on desolvatation, which
is strongly influenced by chromatographic conditions. Indeed the
mobile phase composition, its nature and the added modifiers affect

the production of gas-phase analyte ions from the condensed phase
and consequently alter the signal response [55]. Generally, the
mobile phase parameters that affect ESI include its boiling point,
surface tension and conductivity. It was demonstrated that the gas-
phase ions generation is largely facilitated with volatile solvents



382 J. Schappler et al. / Talanta 78 (2009) 377–387

F 00 �L
E ribed

[
3
t
i

i
f
c
9
r
d

i
T
o
O
s
w
i

e
s
a
t

ig. 4. Effect of mobile phase composition on ESI-MS sensitivity at two pH and F = 6
SI+. MS detection was performed in SIM mode, ESI± using source parameters desc

56]. Therefore, the high acetonitrile content used with acids at pH
and bases at pH 9 (higher retention) was beneficial for desolvata-

ion process and improved ESI spray stability by producing stable
on current [56,57].

Infusion experiments were carried out to determine if the
ntense signal observed for bases at pH 9 and acids at pH 3 arose
rom an improved ionization and/or a better desolvatation. Hence,
ompounds were directly infused into MS at various pH (3 and
) and mobile phase compositions (20, 40, 60 and 80% ACN). MS
esponses were monitored and reported in Fig. 4 for diclofenac and
extromethorphan.

For acidic compound (Fig. 4A), the impact of pH on absolute MS
ntensity at a given organic modifier proportion was quite limited.
his behavior was counter-intuitive as diclofenac should be mostly
n a neutral form at pH 3 and fully charged at pH 9 in solution.
n the contrary, an ACN change from 20 to 80% generated a 2-fold

ensitivity increase. Therefore, the signal improvement observed
ith diclofenac at pH 3 (Fig. 3A) could not be attributed to better

onization but mainly to enhanced desolvatation.

For basic analyte (Fig. 4B), MS response was significantly differ-

nt at pH 3 and 9. At pH 3, dextromethorphan was fully charged and
imilar curves to those reported for diclofenac were obtained, with
2-fold increase in sensitivity from 20 to 80% of ACN. At pH 9, dex-

romethorphan was partially charged and relative contribution of
/min. Infusion experiments of (A) diclofenac in ESI− and (B) dextromethorphan in
in Section 2.

ionization vs. desolvatation greatly differed depending on organic
modifier proportion. The weak desolvatation efficiency with highly
aqueous solvent (20% ACN) was compensated by the significant
quantity of ammonium ions in solution, leading to high MS sensi-
tivity. At intermediate organic modifier percentage (40% ACN), the
amount of NH4

+ ions was lower and the desolvatation was not effi-
cient as well, both contributions leading to a decrease in sensitivity.
Finally, at high ACN%, the ionization yield was low but the desol-
vatation process significantly improved, leading to an increase in
sensitivity.

In order to summarize, numerous factors affected the produc-
tion of gas-phase analyte ions from the condensed phase and
accounted for observed sensitivity differences. On the one hand, the
ionic character of analytes in solution (i.e., pKa, pH) and the ioniza-
tion mechanism (i.e., proton transfer from NH4

+ ions) determined
ionization efficiency. On the other hand, the solvent composi-
tion and its surface tension were responsible for desolvatation
process. As the latter appeared critical for MS response, it could
be interesting to work with methanol–water mixtures instead of

acetonitrile–water to improve sensitivity, since methanol has lower
boiling point than ACN [55] and is amphiprotic. However, the high
viscosity of methanol–water mixtures significantly limits the use
of fast or ultra-fast separations because of the high backpressures
generated by columns packed with sub-2 �m particles [22].
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ig. 5. Effect of mobile phase flow rate on ESI-MS sensitivity at pH 9. (A) UHPLC–M
here values at F = 300 �L/min correspond to 100%. (B) Infusion experiments at fl
ode, ESI± using source parameters described in Section 2.

.1.2. Mobile phase flow rate
The main advantage of UHPLC is to decrease the analysis time

y using short columns packed with sub-2 �m particles maintain-
ng a good efficiency (i.e., N = 10,000 for a 50 mm column packed

ith 1.7 �m, equivalent to a 150 mm column packed with 5 �m, but
nalysis time 9-fold lower). For instance, when 1.7 �m particles are
sed instead of conventional 5 �m, it is necessary to increase the
obile phase flow rate 3-fold to maintain the product u·dp constant

58,59]. Therefore, effect of mobile phase flow rate on MS response
as investigated. Because the impact of mobile phase flow rate on

ensitivity was similar for pH 3 and 9, only those obtained with a
asic mobile phase were reported in Fig. 5. As shown in Fig. 5A,
he effect of flow rate on MS response was different for acidic and
asic compounds. A slight decrease in sensitivity was observed
etween 300 and 1000 �L/min for acidic analytes (omeprazole,
iclofenac and chlorzoxazone). This signal loss remained quite
cceptable (ca. less than 15% at 1000 �L/min) and was attributed
o a better compatibility of ESI-MS device with lower flow rates,
s confirmed in Fig. 5B by infusion experiments. Regarding basic

olecules, a different behavior occurred within the flow rate range,
ith a maximal sensitivity at 600 �L/min. Two hypotheses could

e suggested to explain this unexpected result. (i) A better ioniza-
ion yield could be obtained at intermediate flow rate. However,
ata reported in Fig. 5B demonstrated a lower compatibility of MS
periments at F = 300, 600 and 1000 �L/min. Results are presented in relative scale
tes comprised between 50 and 1000 �L/min. MS detection was performed in SIM

instrument at higher flow rate, since the MS sensitivity decreased
continuously from 300 to 1000 �L/min. (ii) A change in adduct
distribution could occur according to the mobile phase flow rate
[33]. Some additional experiments (data not shown) were carried
out at three different flow rates (300, 600 and 1000 �L/min) and
all frequent adducts observed in the positive mode were moni-
tored (e.g. [M+H]+, [M+NH4]+, [M+Na]+, [M+CH3OH+H]+, [M+K]+,
and [M+CH3CN+H]+). However, for each basic compound, adducts
contribution represented less than 20% of the pre-existing [M+H]+

ion signal, whatever the flow rate. According to the results obtained
in the infusion mode, it could be concluded that the better sen-
sitivity obtained at intermediate flow rate (i.e., 600 �L/min) was
not related to ionization yield nor adducts distribution. Therefore,
a third hypothesis was envisaged since the MS signal could also be
significantly influenced by the chromatographic step. Peak width
(Van Deemter curves [58]) and/or elution composition in gradient
mode slightly differed depending on mobile phase flow rate, and
could account for the observed parabolic curve shape.

Several suggestions were assessed to further improve productiv-

ity (i.e., ultra-fast separations) maintaining sensitivity. (i) The use of
2.1 mm ID columns at 1000 �L/min with a post-column flow split.
However, an additional band broadening was observed in UHPLC
as the peak volumes were very small and largely affected by the
addition of a splitter, leading to a loss in resolution. (ii) The use



3 alanta

o
H
1
r
d

M
c
u
d
f

3

p
i
w
[
w
a
p
t
E
e

3

o
o
f
e
w
i
p
w
t
o
u
t
t
(

n
s

84 J. Schappler et al. / T

f 1 mm ID columns at a flow rate around 250 �L/min (Fig. 5B).
owever, from a chromatographic point of view, performance of
mm ID columns was significantly reduced (lower efficiency and

esolution) since the system was not fully adapted to this column
imension (larger peak widths from extra-column effect [9]).

In conclusion, this study demonstrated that the investigated ESI-
S apparatus was compatible with UHPLC for both acidic and basic

ompounds. Mobile phase flow rates up to 600 �L/min could be
sed without compromising sensitivity. Moreover, no flow splitting
evice was required. For flow rates higher than 600 �L/min, ultra-

ast experiments could be performed to the detriment of sensitivity.

.2. Comparison of ionization modes

The ionization source of the MS instrument used in this study
ermits simultaneous ESI/APCI operations (ESCi® multimode ion-

zation source). This is accomplished by using a regular ESI probe
ith the APCI corona needle placed inside the ionization source

60]. As the ESCi® mode can also be implemented in conjunction
ith polarity switching feature, it is possible to simultaneously

cquire ESI+, ESI−, APCI+ and APCI− data from a single run. Because
eak widths could be very thin (e.g. down to 1 s in particular cases),
he compatibility of all available ionization modes (i.e., ESI+, ESI−,
SI±, APCI+, APCI−, APCI± and ESCi®±) with UHPLC conditions was
valuated in terms of (i) sensitivity and (ii) data quality.

.2.1. Effect on sensitivity
ESI-MS responses obtained in the single polarity mode (i.e.,

ne recorded SIM trace, ESI+ or ESI−) were compared with those
btained in ESI± and ESCi®±, where two (i.e., ESI+ and ESI−) and
our (i.e., ESI+, ESI−, APCI+ and APCI−) SIM traces were recorded for
ach compound. For comparison purpose, only the highest signal
as taken into account. The sensitivity was not altered by the polar-

ty switching (±) and remained equivalent between ESI in the single
olarity mode and ESI±. In fact, the observed MS signal reduction
as never higher than 15%. When ESCi® was used instead of ESI in

he single polarity mode, a significant decrease in MS response was
bserved. This reduction was comprised between 30 and 50% and
p to 5-fold with bupropion, dextromethorphan and their respec-
ive metabolites. This loss in sensitivity was mainly attributed to the

ime necessary to perform ionization as well as polarity switching
ca. 20 ms each).

When APCI mode was selected instead of ESI mode, a MS sig-
al reduction of 5–10-fold was observed (data not shown). This
ignificant loss can be explained by the nature of the selected com-

Fig. 6. Schematic representation of the different steps of the MS process for a
78 (2009) 377–387

pounds, preferentially ionized by ESI. Another explanation arose
from the fact that APCI experiments were performed on the ESCi®

multimode ionization source and not on a dedicated APCI source.
Hence, results presented for APCI could be different with a dedi-
cated probe. Furthermore, since APCI behaves as a mass-dependent
device [61–63], analytes response was directly proportional to the
mobile phase flow rate. In this context, APCI could be well adapted
for UHPLC combined with high temperature conditions [23,64],
which involves flow rates in the range 1–2 mL/min for 2.1 mm
ID columns. Under such conditions, APCI could be the ionization
source of choice, providing sensitivity remains satisfactory com-
pared to ESI.

3.2.2. Effect on data quality
In order to perform quantitative analyses, it is important to

maintain at least 15 acquisition points per peak, which may be crit-
ical depending on the acquisition rate of the MS instrument and the
peak width in gradient mode.

The MS acquisition rate with fast or ultra-fast LC is a crucial
parameter that has to be evaluated when using multiple ioniza-
tion stages. As an example, Fig. 6 presents the different steps of
the MS process for a mixture of 4 compounds, when acquiring data
in single ESI monitoring mode (e.g. ESI+), ESI± and ESCi®± with
a dwell time of 20 ms. The cycle time varies from 105 ms in sin-
gle ESI monitoring mode to 480 ms in ESCi®±, involving respective
acquisition rates comprised between 9.5 and 2.1 pts/s. Theoreti-
cal peak widths at baseline in time units (Wt) were calculated
for gradient modes lengthening from 1 to 5 min in UHPLC (with
a 50 mm × 2.1 mm, 1.7 �m column, at 600 �L/min), using the well-
known equation proposed by Snyder and Dolan issued from the
linear solvent strength (LSS) theory [65]:

Wt = 4t0√
N

·
(

1 + 1
2.3b

)
(2)

where t0 is equal to 0.2 min, N to 7000 plates, and b is the gradient
steepness which can be expressed as

b = t0 ·�˚ · S
tgrad

(3)
Theoretical peak widths were equal to 1.2, 2.5 and 3.7 s, for a
1, 3 and 5 min gradient length, respectively. It should be noted that
experimental peak widths at baseline were equal to 2.5, 3.8 and 5.1 s
for similar gradients. These differences were evidently attributed
to the numerous assumptions afforded by the LSS theory (e.g. lack

mixture of 4 compounds, when acquiring data in ESI+, ESI± and ESCi®±.
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Table 3
Number of data points across a peak for different set of conditions in single ESI monitoring mode, ESI± and ESCi®± modes. These values were based on the experimental
estimation of peak width and on the acquisition rate of MS instrument (see Fig. 6).

Number of data points across a peak

Number of
compounds

Dwell time = 20 ms
1 min gradient run

Dwell time = 20 ms
3 min gradient run

Dwell time = 20 ms
5 min gradient run

Dwell time = 5 ms
1 min gradient run

Single ESI monitoring mode

2 50 76 102 125
4 25 38 51 63
6 17 25 34 42
8 13 19 26 31

10 10 15 20 25
20 5 8 10 13
50 2 3 4 5

ESI±

2 25 38 51 63
4 13 19 26 31
6 8 13 17 21
8 6 10 13 16

10 5 8 10 13
20 3 4 5 6
50 1 2 2 3

E ®

2 13 19 26 31
4 6 10 13 16
6 4 6 9 10

o
c
p
g
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t
c

E
t
p
p
t
m
n
i
r
o
s
o

T
A
w
1

P
A
B
H
D
D
M
1
C
6
D
4
O
5

SCi ± 8 3
10 3
20 1
50 1

f compressibility factor, inaccuracy of S parameter) and to the
oupling with MS, which can significantly broaden the theoretical
eaks. It was therefore difficult to evaluate a priori the peak width in
radient mode with MS detection, only on the basis of Eqs. (2) and
3). Therefore, average experimental peak widths were considered
o calculate the number of data points across a peak for different
onditions.

Results were reported for single ESI monitoring mode, ESI± and
SCi®± modes in Table 3. Regarding ionization mode, the ESI± and
he multimode (ESCi®±) were only adapted for a couple of com-
ounds (to maintain 15 points across the peak), even with the fast
olarity switching of 20 ms, and should preferentially be dedicated
o qualitative purpose. On the other hand, single ESI monitoring

ode could be considered for simultaneous quantitation of a higher
umber of compounds. It is important to emphasize the strong
nfluence of the peak width, attributable to the mobile phase flow
ate, column geometry and gradient slope (directly related to ke)
n the number of drugs that could be adequately quantified in the
ingle ESI monitoring mode. Consequently, either a limited number
f compounds could be monitored under ultra-fast conditions (e.g.

able 4
chievable LOD (ng/mL) in optimal UHPLC–MS conditions at pH 9 with ESI± in three M
ere: [0–1.55 min]: m/z 152, 184, 311, 360; [1.56–1.81 min]: m/z 168, 180, 295, 344; [1.82–

00–500 at 5000 m/z/s.

LOD (ng/mL)

SIM (F = 300 �L/min, ke = 1) SIM (F = 600 �L/min, ke =

henacetin 50 50
cetaminophen 50 100
upropion 3 20
ydroxybupropion 2 20
extromethorphan 5 1
extrorphan 25 25
idazolam 1 10

′-Hydroxymidazolam 2.5 10
hlorzoxazone 50 50
-Hydroxychlorzoxazone 50 2500
iclofenac 250 500
′-Hydroxydiclofenac 200 200
meprazole 100 100
′-Hydroxyomeprazole 70 50
5 6 8
4 5 6
2 3 3
1 1 1

analysis time lower or equal to 1 min), or slower conditions should
be preferred for quantifying a higher number of compounds. Finally,
the SIM dwell time is a key parameter for acquisition rate. By select-
ing a dwell time of 5 ms instead of 20 ms, the number of data points
across a peak could be drastically increased (Table 3), with a lower
sensitivity.

3.3. Limits of detection (LOD)

After optimizing LC and MS parameters, LOD were determined
for the different analytes in ESI± at pH 9, for two different flow rates
and ke. Table 4 summarized achievable LOD depending on acquisi-
tion mode (i.e., SIM vs. scan). In SIM mode, two different conditions
were tested, 300 �L/min with ke = 1 and 600 �L/min with ke = 3,
both with a dwell time of 20 ms and an equivalent analysis time of

about 3 min. Sensitivities were similar and best conditions should
be preferentially selected according to the quality of the chromato-
graphic data. For instance, experiments at 600 �L/min with ke = 3
were in general less sensitive but the chromatographic separation
(in terms of peak width and selectivity) was improved compared to

S acquisition modes. Dwell time in SIM mode was 20 ms. SIM window conditions
2.09 min]: m/z 256, 258, 342; [2.10–3.16 min]: m/z 240, 272, 326. Scan rate was: m/z

3) SIM window (F = 300 �L/min, ke = 1) Scan-XIC (F = 300 �L/min, ke = 1)

50 1,000
50 5,000

2 1,000
2 1,000
0.5 500
2.5 500
0.5 500
2.5 500

20 100
25 250

200 10,000
100 10,000

50 1,000
50 1,000
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hat obtained at 300 �L/min with ke = 1. Best LODs were included
n the range [1–50 ng/mL] in positive mode and [50–250 ng/mL] in
egative mode. It has to be noted that LODs observed in ESI+ for
asic compounds were generally 5–10-fold better than those mea-
ured in ESI− for acidic analytes, although the latter could also be
onized in positive mode with a similar or higher sensitivity. The
ower sensitivity reached in negative mode is often observed in MS
nd could be even more critical at pH 9 as ionic current in the nega-
ive mode tends to be less stable [56]. The “SIM window” mode was
lso evaluated using a maximum of four ions detected during each
ime window, to maintain a sufficient number of data points across
he peak for quantitation purpose (Table 3). In such conditions, the
ain in sensitivity was about 2-fold for most compounds and 10-fold
or dextromethorphan and its metabolite. Although this procedure
as less generic, it can be useful for quantitative purpose of numer-
us compounds. Finally, the scan acquisition mode was performed
rom m/z 100 to 500, with a scan rate of 5000 m/z/s. LODs reported
n Table 4 corresponded to the values obtained on extracted ion
urrent. As expected, LODs were about 100 times higher than those
btained in SIM mode. The scan mode can thus be interesting only
or qualitative purpose at high concentrations.

. Conclusion

In this study, experimental conditions were tuned to achieve
he best compromise between a high MS sensitivity and sufficient
hromatographic performance, for a mixture containing acidic and
asic compounds.

Regarding chromatographic parameters, pH 9 was found favor-
ble to achieve sufficient MS response in conjunction with an
dequate selectivity and a mobile phase flow rate included within
he range 300–600 �L/min. The gradient slope was set according to
he complexity of the separation. Concerning MS, the fast polarity
witching ESI+/ESI− was a valuable tool to increase productivity,
hile the ESCi®± mode was found of limited interest because it

ompromised sensitivity as well as the number of compounds,
hich could be simultaneously monitored. It was also emphasized

hat the SIM dwell time should be at least equal to 20 ms to limit loss
n sensitivity. Finally, the scan mode appeared 100 times less sen-
itive and found its interest for qualitative purpose at high analytes
oncentration levels.

In optimized conditions, the UHPLC–MS coupling with sin-
le quadrupole analyzer for selected CYP450 substrates and
etabolites provided good sensitivities, included within the range

1–50 ng/mL] in positive mode and [50–250 ng/mL] in negative
ode, in conjunction with a significant analysis time reduction and

xcellent chromatographic resolution.
It is worth mentioning that optimal conditions of pH, flow rate,

radient slope, as well as source parameters could also be applied
o achieve fast or ultra-fast separations of other drug mixtures
nalyzed by UHPLC–MS with a single quadrupole analyzer. Never-
heless, results presented in this study are instrument-dependent
nd conclusions could be different with another analyzer or inter-
ace geometry. As recently demonstrated by Delatour and Leclercq
66], some significant differences in analytes responses could be
bserved with two different mass spectrometers, although the
ame experimental conditions were used.
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a b s t r a c t

Water-soluble luminescent CdSe quantum dots surface-modified with triethanolamine (TEA–CdSe-QDs)
were prepared with high stability. The fluorescence of the TEA–CdSe-QDs was greatly quenched only
when Hg2+ and I− coexisted in the solution, whereas addition of either Hg2+ or I− individually has no
noticeable effect on the fluorescence emission. Such a unique quenching effect could be used for reciprocal
recognition of mercury (II) ions and/or iodide anions in aqueous solution with rather high selectivity and
vailable online 27 November 2008

eywords:
dSe QDs
riethanolamine
ercury (II)

sensitivity. The detection limits of Hg2+ or I− ion were 1.9 × 10−7 mol L-1 or 2.8 × 10−7 mol L−1, respectively.
The adequate experiments showed that iodine (I) anions could bridge between TEA–CdSe-QDs and Hg2+

to form a stable complex (QDs–I−–Hg2+) and the following effective electron transfer from the QDs to the
Hg2+ could be responsible for the fluorescence quenching of QDs.

© 2008 Elsevier B.V. All rights reserved.

odide
uenching

. Introduction

Owing to their unique optical properties such as broad excitation
and, narrow emission spectrum, size- and composition-tunable
mission wavelength and excellent anti-photobleaching [1–3],
emiconductor quantum dots (QDs) have elicited considerable
nterest in the field of chemical sensing [4–6]. Via analyte-induced
hanges in photoluminescence [7–30], QDs have been reported over
he past decade for optical sensing of various small molecules and
ons, such as K+ [12], Zn2+ [13], Cu2+ [13–18], Ag+ [18–21], Cd2+ [22],
b2+ [23], Hg2+ [24,25], I− [26] and CN− [27,28]. Nearly all these
tudies involve the surface modification of QDs with appropriate
igand molecules to make QDs available for interactions with tar-
et analytes. These reports demonstrated that the surface-ligands
f QDs have profound effects on fluorescence response of QDs to
ons and therefore the selectivity and sensitivity for sensing tar-
et analytes can be altered by changing the capping layer on the

uantum dots. By far, the mercapto-containing bifunctional lig-
nds, including mercapto-alcohols [13,21,25,29], mercapto-acids
9–11,15,17,20,21,30], mercapto-ethers [12], mercapto-sulfonic
cids [15,27], mercapto-amines [28] and mercapto-amino acids

∗ Corresponding author. Tel.: +86 351 7010319; fax: +86 351 7011688.
∗∗ Corresponding author at: College of Chemistry, Beijing Normal University,
eijing 100875, PR China. Tel.: +86 1 58802146; fax: +86 1 58802146.

E-mail addresses: wangyu1168@sxu.edu.cn (Y. Wang), wjjin@bnu.edu.cn
W.J. Jin).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.11.025
[13,14,16–19,23,24] etc., have been extensively studied for QDs sur-
face modification. In comparison with mercapto group, limited
numbers of other functional groups have been explored as surface
ligands. Hence, it can be expected that there would be a growing
interest in the design of various QDs surface ligands for specific
chemical sensing of analytes with high sensitivity.

Sharma et al. [31] reported that amine functional group could
interact with CdSe QDs surface and influence their electronic and
optical properties. Dannhauser et al. [32] also reported that binding
of several ternary amines including N(Et)3 led to enhanced lumi-
nescence of CdS or Cd3As2 nanoparticles. In this context, we wish
to examine the possibility of using water-soluble amino alcohols
as the surface ligands of QDs. In the present work, we report a
new and simple method for creating water soluble CdSe QDs by
replacing the oleic acid chains on the CdSe QDs with highly water-
soluble triethanolamine (TEA). Although it is a simple ligand, we
show that TEA–CdSe-QDs are capable of selectively sensing Hg2+

in the presence of I− and vice versa. To the best of our knowledge,
this represents the first example of QDs that are able to detect ion
pair.

2. Experimental
2.1. Reagents

Cadmium oxide (CdO, 99.99%), selenium (Se, powder, 100
mesh, 99.99%), Octadecane, triethanolamine (TEA), oleic acid (Ole),
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The UV–vis absorption spectra (a, b) and fluorescence spectra
(c, d) of the synthesized CdSe QDs are shown in Fig. 2. It can be
seen that the absorption edges of CdSe were blue-shifted to higher
energies and the fluorescence peak position of the QDs red-shifted
Z.B. Shang et al. / Ta

nhydrous methanol and anhydrous chloroform were purchased
rom Aldrich (Milwaukee, WI, USA). The 4-(2-hydroxyethyl)-1-
iperazine ethanesulfonic acid (HEPES) was obtained from Alfa
esar (Karlsruhe, Germany). All the other chemical reagents were of
nalytical grade and used as received without further purification.
ilver nitrate served as the source of Ag+ while all other metal-
ic ions were supplied from their corresponding chlorides. Sodium
alts with different anions including F−, Cl−, Br−, I−, NO2

−, NO3
−,

O3
2−, SO4

2−, S2O3
2−, PO4

3−, H2PO4
−, CO3

2−, CH3COO− were used
or anions studies. All metal ion stock solutions were prepared by
issolving the appropriate amounts of metal salts with doubly dis-
illed water.

.2. Apparatus

Fluorescence spectra were taken on a LS-55 luminescence spec-
rometer (Perkin Elmer Inc.). Fluorescence decay measurements
ere carried out on a FL920 Fluorescence Lifetime Spectrome-

er (Edinburgh Instruments Ltd.) with the pulse width of 1 ns.
owder X-ray diffraction data were collected on a X’ Pert PRO
PD (PANalytical, the Netherlands). TEM images were obtained
ith a JEM-2010 (JEOL, Japan) transmission electron microscope.

he TEM specimens were prepared by placing a drop of hexane
r water suspension of nanoparticles on a carbon-coated copper
rid. The solvent was evaporated prior to the characterizations.
ourier transform infrared spectra (FTIR) were recorded with a SHI-
ADZU 8400S infrared spectrometer (Nicolet, Waltham, Japan).

amples for the IR measurements were prepared from the cor-
esponding QDs solutions by centrifugation and then thoroughly
ashed with water. After being dried under vacuum at 110 ◦C for
h, the nanoparticles were prepared as KBr pellets for the IR anal-
sis. The surface charge of TEA–CdSe-QDs was determined with a
YY-8C electrophoresis apparatus (Beijing LiuYi Instrument Fac-

ory, Beijing, China) in Tris-acetate-EDTA (TAE) buffer (5× TAE
uffer: 2.0 M Tris-acetate and 50 mM EDTA, pH 8.0). Briefly, fill the
lectrophoresis tank with proper amount of 1× TAE buffer (pH
.0), and then a suitable amount of TEA-QDs was added to the
ank. After a 15 min run at 80 V, both the cathode and anode solu-
ions were collected and their fluorescence spectra were measured
eparately.

.3. Synthesis of TEA-capped CdSe QDs

The CdSe quantum dots stabilized by oleic acid were synthe-
ized following the procedure described by Peng and Peng [33],
sing CdO as a precursor but introducing some slight modifications.
riefly, a mixture of CdO (116 mg, 0.9 mmol), Ole (5 mL) and octade-
ane (20 mL) was heated to 300–310 ◦C for 15–20 min under N2
ow. After CdO was completely dissolved, a solution of Se (0.072 g,
.9 mmol) dispersed in Ole (1 mL) was swiftly injected into this hot
olution. After injection, a visual color change from colorless to red
ccurred. CdSe nanocrystals were left to grow for about 3–4 min at
70–280 ◦C. After purification by methanol precipitation, centrifu-
ation, and decantation, the CdSe QDs were redispersed in 10 mL of
exane.

Water-soluble TEA-capped CdSe QDs were prepared as follows:
mL CdSe QDs suspension dispersed in hexane was added into
mL of triethanolamine and then the mixture was stirred for 12 h
ntil the top hexane layer became colorless. Afterwards, the hex-

ne layer was discarded while the bottom TEA layer was collected
nd centrifuged. The liquid phase was carefully decanted and the
olid phase was redispersed in doubly distilled water to obtain the
tock solution of TEA-QDs. The resulting solution was stirred for
nother 12 h and stored at room temperature without any evidence
f precipitation for at least 1 month.
78 (2009) 364–369 365

2.4. General procedure

TEA-QDs working solution was prepared by diluting the stock
solution of TEA-QDs (80 �L) with 10 mM HEPES buffer (pH 7.2). The
spectrofluorimetric titrations were performed as follows: an aliquot
of the TEA-QDs working solution was pipetted into a 1 cm × 1 cm
quartz cell and varying volumes of ion stock solutions were added
to the cell. The mixture was briefly shaken for a few seconds before
making the fluorescence measurements. The total volume change
after addition of ion solutions was less than 4‰.

3. Results and discussion

3.1. Characterization of TEA-capped CdSe nanoparticles

The TEM images shows that the Ole-QDs are spherical and nearly
monodispersed with an average diameter of 5 nm. After the TEA
modification, the QDs exhibited no obvious change in shape or size.

The formation of oleic acid capped CdSe QDs (Ole-QDs) and TEA-
capped CdSe QDs (TEA-QDs) was demonstrated by FTIR. As shown
in Fig. 1, the characteristic absorption peak of carbonyl is shifted
from 1710 cm−1 (Fig. 1a) to 1540 cm−1 (Fig. 1b), indicating that oleic
acid was chemisorbed as a carboxylate on the surface of CdSe QDs
and coordinated with the Cd2+ ions. The strong band at 3392 cm−1

(O–H group vibration) plus those at 1035 and 1074 cm−1 (C–O group
vibration) in Fig. 1c clearly indicated the presence of TEA molecules
that could not be removed from the solid nanoparticles by extensive
washing with deionized water. However, the IR spectrum of TEA-
QDs also shows the characteristic band associated with the carboxyl
group, indicating that there still exist oleic acid ligands at the sur-
face of the TEA-QDs. It is inferred from the present results that the
nitrogen atom of TEA coordinate with Cd2+ ion on the QD surface,
and the hydrophilic hydroxyl groups face outward and render QDs
water-soluble. The final TEA-QDs at surface should be positively
charged due to the replacement of the electronegative oleic acid
by the neutral triethanolamine on the surface of CdSe QDs. After
electrophoresis, only the cathode QDs solution displayed a strong
fluorescence signal, confirming this speculation. It can be attributed
to that coordination of a lone electron pair on the nitrogen atom of
amine group of TEA with the Cd2+ of CdSe nanoparticles resulted in
the positively charged amino-group.

3.2. Absorption and fluorescence characteristics of the TEA-QDs
Fig. 1. FTIR spectra of (a) neat oleic acid (Ole), (b) Ole-capped CdSe QDs and (c) TEA
modified CdSe QDs.
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ig. 2. UV–vis absorption and fluorescence spectra of the TEA-QDs (a and d) and
he Ole-QDs (b and c). Inset: plot of peak fluorescence intensity vs. concentration of
EA-QDs in aqueous solution.

y about 5 nm after TEA modification, indicating the formation of
he new complex structure [34,35]. The maximum emission peak
f the TEA-CdSe solution appeared at 575 nm with the full width
alf maximum of about 30 nm, indicating a relative narrow size dis-
ribution [22]. Additionally, the plot of peak fluorescence intensity
s. the concentration of the TEA-QDs shows a good linear relation-
hip in the range of 20–100 �L, indicating that the functionalized
Ds were still of monodisperse and uniform in aqueous solution
ver a large concentration range. Moreover, TEA-QDs were stable
nough because QDs optical properties undergo no change over
month.

It is known that luminescence of QDs are pH sensitive. So
he effect of pH on the fluorescence intensity of TEA-QDs was
nvestigated using 0.01 M 4-(2-hydroxyethyl)-1-piperazine ethane-
ulfonic acid (HEPES) buffer solutions (pH 3–10). The maximum
hange of fluorescence intensity appeared in the alkaline range of
H 8–10, in which the hydroxide ions may compete with TEA for
he positively charged nanocrystal surface. The fluorescence inten-
ity was relatively high and stable within the pH range of 3–7.6.
herefore, a physiological buffer condition of pH 7.2 was used in
he following experiments.

.3. Fluorescence detection for Hg2+ and I− with TEA–CdSe-QDs

Interestingly, addition of either Hg2+ or I− individually had no
ignificant effect on the emission of the TEA-QDs. The fluorescence
f the TEA-QDs, however, was greatly quenched with no spectral
hift when Hg2+ and I− coexisted in the solution, as shown in
ig. 3. Such a unique quenching pattern could be used to develop a
ethod for the reciprocal recognition of Hg2+ and/or I−. The plots

f I0/I vs. both Hg2+ and I− concentration, however, did not fit a
onventional linear Stern–Volmer relationship and steep upward
urvatures were obtained, indicating that the quenching was nei-
her purely static nor purely dynamic process [21,27,28,36]. For
ynamic quenching, lifetime changes with quencher concentration
hereas static quenching would not affect the lifetime. The fluores-

ence lifetime of the QDs was found to significantly decrease with
ncreasing of Hg2+ in the presence of I−, which suggested that the
uenching observed here seems to be at least partially dynamic.
hen using a modified Stern–Volmer equation already proposed

or the mechanisms where both dynamic and static quenching acts

ogether [21,27,28], good linear relationships (R = 0.999 and 0.991)
ere observed up to 3.5 × 10−5 mol L−1 Hg2+ and I− ions. They are:

ln(I0/I) = 0.1411[Hg2+] − 0.03971 and ln(I0/I) = 0.09378[I−] −
.2652, [Hg2+] and [I−] being expressed in micromolarity per litre.
Fig. 3. Effect of Hg2+ and I− concentrations on FL of the TEA modified CdSe QDs in
HEPES buffer (pH 7.2). (A) [I−] = 40 �M; (B) [Hg2+] = 40 �M. �ex = 480 nm.

The detection limits, calculated following the 3� IUPAC crite-
ria, were 1.9 × 10−7 mol L−1 and 2.8 × 10−7 mol L−1 for Hg2+ and I−,
respectively. The standard deviation for six replicate measurements
of a solution containing 4 �M ions is about 0.9%.

The fluorescence titrations of the TEA-QDs with various metal
ions were conducted to evaluate the selectivity. As can be seen in
Fig. 4A, the influence of other metal ions was very weak, i.e., TEA-
QDs were rather selective towards mercury ion in the presence of
I−. Similarly, those relevant anionic species at the same concen-
trations as I− do not produce any noticeable effect on the emission
signal of TEA-QDs in the presence of Hg2+ (Fig. 4B). It is obvious that
the proposed method exhibits high selectivity which makes it very
attractive for the selective recognition of Hg2+ and/or I−, although
the detection limits of the method was not the lowest compared to
the other reported methods [24,25,42–47].

3.4. Quenching pattern

Lakowicz et al. [26] reported that iodide could quench the flu-
orescence of CdS nanoparticles. However, a high concentration of
the anion (0.2 M) was needed for the detection of QD luminescence
changes. Our results clearly show that the quenching effect of Hg2+

on TEA-QDs fluorescence was much greater than that of I−. Actually,
the fluorescence of TEA-QDs was quenched by 13% upon addition
of 40 �M Hg2+ alone, whereas a negligible quenching of only 0.4%
was observed for the same concentration of I−. Thus, the quenching
of QDs fluorescence is suggested to be mainly due to the interaction
between CdSe QDs and mercury ions.
It was reported [14,16,20] that heavy metal ions can reduce
the fluorescence of QDs by displacing the Cd ions on the sur-
face of nanoparticles. We therefore completed the powder X-ray
diffraction experiments for TEA-QDs and the result reveals that the
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ig. 4. Effect of different metal ions (A) and anions (B) on fluorescence of
he TEA-QDs in HEPES buffer (pH 7.2). Conditions (A) [cations] = 32 × 10−6 M,
I−] = 32 × 10−6 mol L−1 (B) [anions] = 32 × 10−6 M, [Hg2+] = 32 × 10−6 mol L−1.

iffraction patterns before and after addition of Hg2+–I− ion pair
ere identical. From the data we surely conclude that the added
g2+ did not bind to Se on the surface of QDs to form HgSe particles,
hich is not similar to the case of HgS on CdS [37,38]. In addition,
o spectral shift was noted in the absorption and emission spectra
f the QDs upon addition of Hg2+, further supporting that the metal
on displacement did not happen in our system.

In combination with the fluorescence decay time experimental
esults described above, we suggest that the fluorescence quench-
ng in our case could be attributed to mercury ion binding with the
urface-capping molecules of QDs, followed by an electron trans-
er process. The electron transfer from surface traps of QDs to Hg
II) facilitated nonradiative e−/h+ recombination annihilation on the
urface of QDs and resulted in the fluorescence quenching of QDs

24]. However, a sequent question is how the cation Hg2+ interacts
ith positively charged QDs.

The results above show that significant fluorescence quenching
f TEA-QDs was observed only in the presence of both Hg2+ and

Scheme 1. Schematic illustration of the interactions betw
Fig. 5. Effect of HgI4
2− concentration on fluorescence of the TEA-QDs in HEPES buffer

(pH 7.2). �ex = 480 nm. Inset: the modified Stern–Volmer plot.

I−. Apparently, I− played a critical role in the selective response of
TEA-QDs toward Hg2+. It is well known that iodide and Hg2+ can
form the soluble complex HgI42− with a high stability constant of
29.79 [39]. Besides, iodine anions (I−) could interact with the pos-
itively charged nitrogen atom of TEA on the surface of TEA-QDs. It
is thus reasonable to deduce that iodine anions could be a juncture
that binds Hg2+ to the TEA-QDs, i.e., I− could bridge between Hg2+

and TEA-QDs to form a stable complex, most possibly in the form
of QDs–I−–Hg2+ structure as shown in Scheme 1. To confirm this
hypothesis, we next examined the effect of the complex HgI42− on
the emission of TEA-QDs. As shown in Fig. 5, significant fluorescence
quenching was also observed upon addition of HgI42−. Moreover,
the quenching process equally followed the modified Stern–Volmer
model (Fig. 5 inset). These results suggested that the fluorescence
quenching of TEA-QDs by Hg2+–I− ion pair was not induced by the
direct binding of Hg2+ with the TEA-QDs surface, further supporting
the proposed binding mode.

For many of the sensing systems based on the QDs, the concen-
tration dependence of adduct-induced luminescence changes can
be well fit by the Langmuir adsorption isotherm model, from which
the binding constants between the analytes and the QDs surface
could be estimated [13,19,22]. In our case, the fluorescence quench-
ing effect of Hg2+ was observed only in the presence of I− and vice

versa, which is not similar to the previous reports. The quenching
effect of ion on TEA-QDs luminescence in the presence of assistant
ions can be effectively described by a diffusion double layer-type
binding model. According to this model, a mass action law for ions

een TEA-capped CdSe QDs and ion pair of Hg2+•I− .
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Table 1
The factors of the diffusion double layer-type binding isotherm.
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2.40 12.03 Changing [Hg2+] at a fixed concentration of 40 �M [I−]
2.45 11.43 Changing [I−] at a fixed concentration of 40 �M [Hg2+]
1.49 11.34 Changing [HgI4

2−]

dsorption is described by the following equation [40]:

Ds + Ions ↔ QDs − Ions, KIons =�Ions exp
{e 0/kT}

aIons(1 −�Ions)
(1)

here KIons is the equilibrium constant, aIons is the activity of the
on at the bulk phase, �Ions is a measure of the concentration of
ree surface sites to which the ion can bind, 1 −�Ions is a measure
f the concentration of surface sites to which ions is bound,  0 is
he electrostatic potential at the surface, the concentration of ions
t the point where electrical potential is  0 is given by Boltzmann
istribution asurface = aIons exp{−(e 0/kT)} and e, k, and T have their
sual meaning [41].

Assume that the surface potential of QDs can be approximated
y a quasi-Nernst equation:

0 = ˛kT

e
ln(KIonsaIons) (2)

here ˛ is a parameter [41]. The Nernstian approach is based on
he linear relationship between the surface potential and the ions
ctivity, independent of the ionic strength. However, there was a
iscrepancy in the true values and the values of surface potentials,
alculated by using the surface complexation model. This discrep-
ncy is considered by the coefficient ˛ in Eq. (2).

Combining Eqs. (2) and (1) gives

Ions = (KIonsaIons)(1−˛)

1 + (KIonsaIons)(1−˛)
(3)

The equation is analogous to the Langmuir isotherm used to ana-
yze the adsorption behavior of uncharged species. Eq. (3) shows
learly that the function�Ions depends on (1 −˛) and ln K, namely
he electrostatic interaction and the equilibrium constant.

The fraction of occupied binding sites,�Ions, can be determined
y Eq. (4):

Ions = I0 − I
I0

(4)

here I0 is the maximum fluorescence intensity and I is the fluores-
ence intensity obtained at a given ion concentration. Substitution
f Eq. (4) into Eq. (3) gives

I0 − I
I0

= (KIons aIons)(1−˛)

1 + (KIons aIons)(1−˛)
(5)

Eq. (5) can be rewritten as the following linear equation:

n[(I0 − I) − 1] = (1 − ˛) lnKIons + (1 − ˛) ln aIons (6)

At very low ionic strength, the activity of ions in Eq. (6) can be
eplaced by the ion concentration C and thus Eq. (7) can be obtained.

n[(I0/I) − 1] = (1 − ˛) lnKIons + (1 − ˛) lnC (7)

Accordingly, if the diffusion double layer-type description of the
inding of ions on the surface of the TEA–CdSe-QDs is correct, a
lot of ln[(I0/I) − 1] as a function of ln C should be linear. As shown

n Fig. 6, the plots show a high linearity throughout the entire range

f ions investigated. The correlation coefficients of the linear fits are
igher than 0.990. Table 1 compares the diffusion double layer-type
uenching factors (1 −˛) and ln K of the TEA-QDs in the binding of
arious ions. It is clear that larger K values were obtained when the
Ds solution was titrated with Hg2+ in the presence of I− or vice
Fig. 6. The diffusion double layer-type binding isotherm description of the data. (A)
effect of changing [Hg2+] on ln[(I0/I) − 1] under fixed I− concentration: 40 �M. (B)
effect of changing [I−] on ln[(I0/I) − 1] under Fixed Hg2+ concentrations, 40 �M. (C)
Effect of changing [HgI4

2−] on ln[(I0/I) − 1].

versa. By comparison, a smaller value of K was obtained from HgI42−

titration data. This difference is probably due to the relative large
size of HgI42− which may hinder its adsorption onto the surface of
QDs and decrease its electrostatic interaction with QDs.

Furthermore, the fluorescence titration results revealed that
Hg2+ and I− in a 1:1 ratio resulted in maximum fluorescence
quenching, indicating that each I− on the surface of TEA-QDs binds
one Hg2+ ions. All these findings support our idea that iodine (I)
anions could bridge between TEA-QDs and Hg2+ to form a stable
complex QDs–I−–Hg2+.

Based on the proposed binding model, the fluorescence response
of TEA-QDs toward Hg2+–I− ion pair could be significantly influ-
enced by pH because H+ could compete with Hg2+ to bind with I− at
lower pH while OH− could partially replace I− bound on the surface
of QDs at higher pH. The fluorescence quenching experiment was
performed at different pH values and the result is shown in Fig. 7.

As expected, the degree of quenching is relatively much higher in
neutral medium. This provides further support for the proposed
binding model. It should be mentioned that the possibility of mul-
ticenter interaction between mercury ions and QDs still exists and
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herefore additional research is still needed to determine the real
inding model and the exact mechanism of quenching.

. Conclusions

We have successfully developed the novel water-soluble QDs
odified with TEA. Based on the quenching of fluorescence sig-

als of the functionalized CdSe QDs, a simple and specific method
or the reciprocal recognition of mercury (II) ions and/or iodine (I)
nions was proposed with wide linear range, low detection limits
nd good precision. Meanwhile, the results inspires that QDs sys-
em can be design as specific sensors for not only various ions but
lso ionic pairs if functionalized with appropriate ligands as that
eneral organic receptors acted [48].
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a b s t r a c t

A portable optical fibre sensor has been developed for remote monitoring of benzene, toluene, ethyl-
benzene, p-xylene, m-xylene and o-xylene (BTEX). Firstly, the analyser was tested for calibration and its
analytical performance for BTEX monitoring compared with a more classical analytical method, namely
gas chromatography coupled to a flame ionization detector (GC-FID). The developed remote sensor shows
ccepted 2 December 2008
vailable online 11 December 2008

eywords:
TEX detection
ptical fibre sensing

several analytical advantages such as, high analytical sensitivity and accuracy, good linearity and stability
of the analytical signal and short analytical time. Secondly, the optical fibre based sensor was applied to air
monitoring for detection and quantification of BTEX in a confined industrial environment. The analytical
signal measurement was performed by wireless at 20 m of distance from the local of analysis. Besides,
the reported sensor showed a high degree of portability, compact design and high analytical performance

ing, in
onfined atmospheres monitoring
eal-time analysis

for remote BTEX monitor

. Introduction

Volatile organic compounds (VOCs) are an important class of
ndoor air pollutants and even at a trace amounts, these compounds
ave a high potential hazard to human health due to their carcino-
enic nature. In industrial environments, VOCs namely benzene,
oluene, ethylbenzene, p-xylene, m-xylene and o-xylene (BTEX)
ould arise not only from industrial activities but also from out-
oor sources (such as vehicle pollution) and from building materials
such as cleaning products, paints and adhesives/sealants). The level
f exposure to VOCs in an industrial environment is substantially
igher than in non-industrial environments. Human exposure to
OCs is a function of both time and concentration and symptoms of
verexposure include fatigue, headache, nausea, dizziness, skin and
ye irritation and central nervous system damage. The workplaces
ith low air quality could negatively affect worker’s efficiency and
roductivity. Therefore, obtaining reliable monitoring data, in situ
nd in real-time, of VOCs in indoor industrial atmospheres to pre-

ent exceeding safety levels and assuring an acceptable air quality
ecomes an important aim both in environmental sciences and in
ensors technology.

∗ Corresponding author at: ISEIT/Viseu - Instituto Piaget, Estrada do Alto do Gaio,
alifonge, 3515-776 Lordosa, Viseu, Portugal. Tel.: +351 232 910 100;

ax: +351 232 910 183.
E-mail address: lisilva@ua.pt (L.I.B. Silva).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.011
situ and in real-time.
© 2008 Elsevier B.V. All rights reserved.

Fibre optical sensors show very appropriate analytical character-
istics and attractive advantages, especially when compared to the
more classical analytical methods and chemical sensors, for pollu-
tants monitoring. They show no electromagnetic interferences, high
durability, small size, low maintenance cost, short analytical time
and simple design [1]. Furthermore, optical fibre sensors provide
the possibility for fast, accurate and safe detection of toxic com-
pounds besides showing high potential for remote measurements
in inaccessible and harsh environments, in a continuous mode oper-
ation. Many research groups [2–5] focused their attention on optical
fibre sensors as a tool for monitoring the concentration of VOCs.
Although some miniaturized devices have been reported for VOCs
detection, such as for example, a microfluidic device mesoporous
silicate adsorbent [6], they have not shown yet an adequate analyt-
ical selectivity or sensitivity.

This work aims at the development of a new and portable design
for an optical fibre sensor for remote monitoring of BTEX in confined
environments with both high selectivity and sensitivity besides a
capability for transmission of data by wireless.

2. Experimental

2.1. Optical fibre preparation
The sensor head consists on a monomode optical fibre (OF)
pigtail coated with a nanometric fluorosiloxane polymer film. An
optical coupler (OC) 50:50 was utilized with OF core and cladding
diameters of 9/125 �m, respectively. The OF was mechanically
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ncladded and cleaved on a length of 20 mm with a Cleaver V6
from Future Instrument) precision fibre cleaver. The sensitive
lm of poly[methyl(3,3,3-trifluoropropyl)siloxane] (PMTFPS) was
eposited on the cleaved OF end by spray technique, using a coating
olution of PMTFPS at 0.01% in dichloromethane. Finally the sensi-
ized optical fibre section was cured at 70 ◦C overnight and then
ntroduced through a Teflon plug inside the 7.2 cm long analytical
ube (AT). The film thickness was estimated as 2 nm by Rutherford
ackscattering spectrometry (RBS).

.2. Preparation of calibrants for BTEX determination

Aromatic volatiles standard mix solution of benzene, toluene,
thylbenzene, p-xylene, m-xylene and o-xylene, 100 �g/mL of
ach compound in methanol, was prepared from analytical grade
eagents obtained from Supelco (Cat no. 47504).

.3. Analytical details and experimental apparatus for calibration
rocess

Fig. 1 shows the analytical apparatus and experimental lay out
sed for the calibration of the OF sensor. A standard mixture of BTEX
as injected with a gastight micro-syringe (Hamilton) at the top of
glass cell (injection cell: IC). The temperature at the injection cell
as controlled by a coiled tape heater (TH1) from Cole Parmer and

ept at 150 ◦C. The aromatic compounds were injected as liquids,
nd after vapourization the aromatic vapours were carried by a con-
inuous stream (25 mL min−1) of reagent grade air (Linde Minican,
inde Sogás), controlled with a flowmeter (R), from Sigma, to the
lass tube (GT). The GT containing a fused silica fibre coated with
film of polydimethylsiloxane (PDMS) was surrounded by a sec-

nd tape heater (TH2) and constitutes the adsorption/desorption
ystem component. Three way valves (valve 1: V1 and valve 2: V2)
ere used to connect the three main components of the analytical

ystem: injection/sampling, adsorption/desorption and detection.
t the adsorption step the V1 is open for allowing the flow in the

C–GT direction, while V2 is closed for the GT–AT flow but open for
ir outflow; in this way during the adsorption phase a constant flow
f air is introduced through the adsorption component but no air
ows into the detection component.

The analyte molecules are thermally desorbed by increasing the
emperature of the tape heater (TH2), which surrounds the glass
ube, by means of a temperature program controlled by a software
ome-made. The tape heater starts at 25 ◦C with a program rate of

0 ◦C min−1 until 75 ◦C and 10 ◦C min−1 until 150 ◦C. At this desorp-
ion phase the V2 is open on GT–AT direction, allowing the flow
f analyte to the detection component of the analytical device. The
xposure of the fluorosiloxane polymer film to BTEX vapours inside
he analytical tube leads to changes on the reflected light power,

ig. 1. Experimental apparatus used for the calibration (A: air, IC: injection cell, V1 and V
nalytical tube, R: flowmeter, OF: optical fibre, OC: optical coupler, L: laser, F: photodetec
8 (2009) 548–552 549

which is measured with a photodiode as the analytical signal. The
light source used was a laser diode (1 mW, �= 1550 nm) set at CW
(continuous waveform) regarding the operational mode frequency.
The choice of a working wavelength of 1550 nm was based on a
previous observed increase in the analytical signal when increas-
ing the wavelength from 1310 nm to 1550 nm [8]. The laser and the
photodetector were integrated in an electronic device home-made
and data acquisition was performed by a computer with software
also home-made.

2.4. Analytical methodology, including experimental apparatus
for sampling at confined atmospheres

Sampling took place at a confined environment in a Portuguese
solvent industry and the details of the analytical apparatus are
shown in Fig. 2. The air sample is continuously vacuum pumped
(VP) from the industrial atmosphere at a flow rate of 0.2 L min−1

(during 25 min) controlled by a mass flowmeter (FM). A second
flowmeter (R) was connected to the analytical tube in order to
detect any gas leak. The aromatic compounds (sampling from the
confined environment) are adsorbed onto the PDMS fibre placed
inside the GT during the adsorption step.

The experimental lay out used for in situ BTEX monitoring was
similar to the one used for the calibration, except for the injection
system, which is absent in this analytical system, and for a new
component which includes a vacuum pump for air sampling. During
the gas sampling step, the valve V1 is open for allowing the air
sample to contact the PDMS fibre enclosed in the glass tube, before
exiting through V2 which is in position open for air outflow and
closed for GT–AT flow.

During the desorption step, the analytes are thermal adsorbed by
increasing the TH2 temperature, using the same temperature pro-
gramme as for the sensor calibration. At this stage the position of
values V1 and V2 are changed: V1 is closed for air sampling and open
to a flow of air (A) pure, while V2 is open in the direction of GT–AT
flow; these changes in the position of the three way valves allow
the desorption of the analytes from the PDMS fibre and the flow of
the analytes into the OF detection system. The analytical tube was
maintained at room temperature during both sampling and calibra-
tion processes. The light power guided through the OF is reflected
when the analyte molecules are present at the fibre/fluorosiloxane
film interface, thus causing a change in its refractive index leading
to variations of the reflected optical power, which is monitored by
a laptop with home-made software.
The sensor system elements excluding the air container,
flowmeter, vacuum pump and laptop were appropriately located
in a home-made box (height: 12.0 cm, width: 20.3 cm and length:
29.1 cm), providing the system with a very compact and portable
design.

2: three way valves, TH1 and TH2: tape heater, PF: PDMS fibre, GT: glass tube, AT:
tor, PC: laptop with home-made software).
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thermore, a distance of 60 m was found to be the maximum possible
for collecting the analytical signal by wireless.

The regressions equations obtained were y = −15.8 + 679.0x
(r2 = 0.9993; p < 7.82 × 10−6) for benzene; y = −13.2 + 772.5x
ig. 2. Schematic view of the analytical apparatus used for in situ BTEX monitoring
bre, GT: glass tube, VP: vacuum pump, FM: mass flowmeter, AT: analytical tube,
eflon plug, PC: laptop with home-made software).

The measurements of the analytical signals were performed by
ireless at a distance of 20 m away from the confined area where

ampling took place.
Additionally, air samples were also collected at the confined

ndustrial environment for the GC-FID analysis according to the
IOSH method 1501 [7], in order to compare the analytical perfor-
ance of the developed sensor to the classical analytical method

oncerning actual samples.

.5. GC-FID methodology

The GC-FID methodology recommended in Method 1501 by
IOSH was implemented in a Gow-Mac Series 600 with a capil-

ary column (fused silica-Supelcowax, 30 m × 0.32 mm ID × 1.0 �m,
00% PEG, Cat no. 24211, Supelco, Spain). The column temperature
tarts at 40 ◦C (10 min) and rises up to 230 ◦C with a program rate
f 10 ◦C min−1. The temperature of the injector was kept at 250 ◦C
uring the analysis and the FID temperature was set at 300 ◦C; the
arrier gas was helium at constant flow of 2.6 mL min−1.

. Results and discussion

Fig. 3a shows the baseline of the optical power signal monitored
uring 9 min, prior to the injection of BTEX and Fig. 3b shows the
ptical power decrease obtained with the OF sensor for a BTEX mix-
ure containing 0.03 �g of each compound in methanol. The optical
ignal is very stable and no significant optical power changes were
etected in the absence of aromatic hydrocarbons injections. In fact,
he maximum signal variation when no injections of BTEX were
erformed was 0.012 dB, which represents 0.3% of the minimum
alue of the optical power variation (4.5 dB), observed for 0.03 �g
f benzene. Changes up to 16 dB in the reflected optical power were
etected during 0.03 �g of BTEX mixture analysis (Fig. 3b), indi-
ating the suitability of the developed sensor for aromatic vapour
etection.

The analytical response time for each aromatic hydrocarbon is
ery short, in the order of a few seconds and the total analytical

ime was found to be around 9 min for the 7 completely separated
ompounds detected as shown in Fig. 3b. The analytical signals
easurements were performed at a distance of 20 m away from

he sampling point which highlights the suitability of the developed
nalytical system for remote sensing at a very high safety level. Fur-
onfined environment (V1 and V2: three way valves, TH2: tape heater 2, PF: PDMS
meter, OF: optical fibre, OC: optical coupler, L: laser, F: photodetector, A: air, TP:
Fig. 3. Sensor response during BTEX analysis with the developed remote OF sensor
((a) baseline with inset showing the expansion of the baseline signal and (b) optical
power decrease obtained for a BTEX mixture of 0.03 �g).
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Fig. 4. Comparison of the BTEX determination (mean and stand

r2 = 0.9994; p < 6.29 × 10−6) for toluene; y = −11.2 + 831.3x
r2 = 0.9997; p < 2.23 × 10−6) for ethylbenzene; y = −10.0 + 834.9x
r2 = 0.9995; p < 4.55 × 10−6) for p-xylene; y = −9.8 + 842.5x
r2 = 0.9997; p < 2.14 × 10−6) for m-xylene; y = −9.6 + 874.1x
r2 = 0.9995; p < 4.35 × 10−6) for o-xylene.

The developed remote sensor shows different sensitivities
taken as the slope of the calibration curves) for the six
romatic hydrocarbons analysed, increasing in the following
rder: benzene < toluene < ethylbenzene < p-xylene < m-xylene < o-
ylene. This increase follows the same order as the increase in
erms of boiling temperature in ◦C (80.1 for benzene < 110.6 for
oluene < 136.2 for ethylbenzene < 138.4 for p-xylene < 139.1 for m-
ylene < 144.4 for o-xylene) and decrease of vapour pressure in
mHg at 25 ◦C (95.2 for benzene > 28.4 for toluene > 9.6 for ethyl-

enzene > 8.8 for p-xylene > 8.4 for m-xylene > 6.7 for o-xylene).
his relationship between sensor sensitivity, boiling temperature
nd vapour pressures of the analytes has also been reported

lsewhere [8,9] for the development of a non-remote optical
bre polymer based analysers for VOCs detection, at a laboratory
cale.

The detection limits estimated for the six aromatic hydrocarbons
nalysed, based on 3 times the residual standard deviation [10] for

able 1
btained results for five actual samples of air from a confined environment of a Portugue

Benzene (�g L−1) Toluene (�g L−1) Ethy

ample 1 OF sensor 0.0075 ± 0.0001 0.0085 ± 0.0001 0.00
GC-FID 0.0076 ± 0.0005 0.0087 ± 0.0005 0.00
Significant difference, p 0.59 0.47 0.23

ample 2 OF sensor 0.0075 ± 0.0001 0.0086 ± 0.0001 0.00
GC-FID 0.0076 ± 0.0003 0.0085 ± 0.0005 0.00
Significant difference, p 0.52 0.57 0.19

ample 3 OF sensor 0.0073 ± 0.0001 0.0083 ± 0.0002 0.00
GC-FID 0.0075 ± 0.0004 0.0083 ± 0.0004 0.00
Significant difference, p 0.39 0.77 0.38

ample 4 OF sensor 0.0074 ± 0.0002 0.0084 ± 0.0001 0.00
GC-FID 0.0075 ± 0.0005 0.0082 ± 0.0003 0.00
Significant difference, p 0.67 0.13 0.12

ample 5 OF sensor 0.0074 ± 0.0001 0.0085 ± 0.0002 0.00
GC-FID 0.0074 ± 0.0004 0.0084 ± 0.0004 0.00
Significant difference, p 0.81 0.51 0.10
eviation) obtained with the CG-FID method and the OF sensor.

both GC-FID and OF sensor were, respectively, 1.6 and 1.4 ng for
benzene, 1.5 and 1.3 ng for toluene, 1.2 and 1.0 ng for ethylbenzene,
1.3 and 1.2 ng for p-xylene, 1.7 and 0.9 ng for m-xylene and 2.0 and
1.2 ng for o-xylene. These values show that the detection limits for
both methods were in the same order of magnitude.

In order to test and compare the performance of the OF sen-
sor with the GC-FID methodology, ten different concentrations of a
standard mixture of BTEX were determined with both the OF sen-
sor and the GC-FID method. The expected values together with the
results obtained by the GC-FID and the OF sensor are displayed
in Fig. 4. The ANOVA of the results shows that there is no statis-
tically significant difference (p = 0.568, 0.397, 0.058, 0.208, 0.056
and 0.235 for benzene, toluene, ethylbenzene, p-xylene, m-xylene
and o-xylene, respectively) for the effects of differences in the two
methods. Although there is a statistical significance (p < 0.001) for
the effects of different levels of the expected value concentrations,
the results obtained by the two methods do not depend (p = 0.931,

0.850, 0.994, 0.978, 0.918 and 0.939, for benzene, toluene, ethyl-
benzene, p-xylene, m-xylene and o-xylene, respectively) on what
level the expected value concentration is present.

The analytical error, measured as the residual standard deviation
of both methods, varied between 6.5 × 10−4 and 1.3 × 10−3 �g.

se solvent industry with both remote OF sensor and GC-FID method.

lbenzene (�g L−1) p-Xylene (�g L−1) m-Xylene (�g L−1) o-Xylene (�g L−1)

35 ± 0.0001 0.0029 ± 0.0001 0.0046 ± 0.0001 0.0038 ± 0.0002
37 ± 0.0002 0.0027 ± 0.0001 0.0044 ± 0.0002 0.0036 ± 0.0002

0.14 0.07 0.15

31 ± 0.0001 0.0028 ± 0.0001 0.0046 ± 0.0001 0.0037 ± 0.0001
30 ± 0.0002 0.0027 ± 0.0002 0.0045 ± 0.0002 0.0036 ± 0.0002

0.96 0.22 0.38

35 ± 0.0002 0.0029 ± 0.0001 0.0045 ± 0.0001 0.0037± 0.0001
36 ± 0.0002 0.0029 ± 0.0002 0.0044 ± 0.0002 0.0035 ± 0.0002

0.87 0.28 0.11

33 ± 0.0001 0.0028 ± 0.0001 0.0045 ± 0.0001 0.0038 ± 0.0001
35 ± 0.0002 0.0030 ± 0.0002 0.0045 ± 0.0003 0.0036 ± 0.0002

0.06 0.61 0.10

34 ± 0.0002 0.0027 ± 0.0001 0.0047 ± 0.0001 0.0038 ± 0.0001
35 ± 0.0002 0.0026 ± 0.0002 0.0046 ± 0.0002 0.0039 ± 0.0002

0.44 0.30 0.28
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ig. 5. Optical power decrease obtained for a mixture of 0.05 �g of propanone, ethyl
ther and chloroform regarding interferences study for remote OF sensor. The gray
ine represents the optical power decrease obtained during BTEX detection.

Although the analytical time achieved during BTEX detection
ith the remote OF sensor was 4 min lower than the one obtained
ith GC-FID (13 min), this was mainly due to the different instru-
entation, namely different chromatographic components besides

ifferent temperatures program and flow rate.
After laboratorial calibration the developed sensor was also

pplied to air monitoring at a confined environment in a Por-
uguese solvent industry. The obtained results with both remote
F sensor and GC-FID method are displayed in Table 1 and they are
round thousandth lower than the occupational exposure limits
ecommended for benzene (3.19 mg m−3), toluene (3.77 mg m−3),
thylbenzene (4.34 mg m−3), p-xylene (4.34 mg m−3), m-xylene
4.34 mg m−3) and o-xylene (4.34 mg m−3) by NIOSH [7].

In order to test the developed OF sensor for interferences that
ould be present in atmospheres of confined areas especially in
ndustrial environments, the effect of propanone, ethyl ether and
hloroform used as example of interferences compounds, on the
nalytical signal were also evaluated. In fact, each compound tested
roduces a peak, but in a different analytical time window of the
ompounds of interest as shown in Fig. 5 (black line). The obtained
esults allow to concluding that none of the above mentioned com-

ounds exhibit any interference in the analytical signal and that the
djustment of the time window could be used for avoiding other
otential interferences. As a consequence it is also possible to infer
hat the developed sensor could be also applied to monitoring of
ther class of VOCs.

[

8 (2009) 548–552

4. Conclusions

The developed OF sensor allows remote BTEX monitoring in situ
with both high sensitivity and accuracy. The sensor system exhibit
high analytical performance for BTEX detection, with high linearity
of the analytical response and detection limits in the order of few
nanograms. High portability, lower safety requirements and easi-
ness of assemblage were also analytical features checked for this
system.

One of the main advantages of the developed sensor system con-
sists on the assessment of pollutants monitoring at a maximum
distance of 60 m away from the sampling/analysis local. This sensor
could be also advantageous for continuous measuring of BTEX com-
pounds and used for setting warning and action limits in industrial
environments besides general air control monitoring. Although this
study is focused on BTEX monitoring at industrial confined atmo-
spheres, the developed analytical system show a high potential for
monitoring of organic vapours in any other environments and it
could be also included in analytical networks for air quality assess-
ment. The OF sensor compares more favourably with the GC-FID
methodology, not only due to its lower total time of analysis and
portability, but also regarding the lower cost of equipment.
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a b s t r a c t

A new surface based on poly(vinylferrocenium) (PVF+)-modified platinum electrode was developed for
determination of Hg2+ ions in aqueous solutions. The polymer was electrodeposited on platinum electrode
by constant potential electrolysis as PVF+ClO4

−. Cl− ions were then attached to the polymer matrix by
anion exchange and the modified electrode was dipped into Hg2+ solution. Hg2+ was preconcentrated at
the polymer matrix by adsorption and also complexation reaction with Cl−. Detection of Hg2+ was carried
out by differential pulse anodic stripping voltammetry (DPASV) after reduction of Hg2+. Mercury ions as
low as 5 × 10−10 M could be detected with the prepared electrode and the relative standard deviation was
calculated as 6.35% at 1 × 10−6 M concentration (n = 6). Interferences of Ag+, Pb2+ and Fe3+ ions were also
studied at two different concentration ratios with respect to Hg2+. The developed electrode was applied
Anodic stripping
Complexation
Interference
A

to the determination of Hg2+ in water samples.
© 2008 Elsevier B.V. All rights reserved.
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. Introduction

Mercury is one of the most well known toxic metals. The growing
wareness of environmental mercury pollution and toxicity makes
he determination of very low concentrations very important. Mer-
ury is one of the few metals which strongly bioconcentrates
nd biomagnifies, has only harmful effects with no useful phys-
ological functions when present in living organisms and easily
ransformed from a less toxic inorganic form to a more toxic organic
orm especially in fish [1]. It is usually present at low concentra-
ions in environmental samples therefore, preconcentration of the

etal is usually necessary to carry out a successful determina-
ion.

Several methods can be used for mercury quantification such
s cold vapor atomic absorption spectrometry (CV-AAS) [2], cold
apor atomic fluorescence spectrometry (CV-AFS) [3], inductively
oupled plasma mass spectrometry (ICP-MS) [4] and, for relatively
igh concentrations, inductively coupled plasma atomic emission
pectrometry (ICP-AES) [5]. All these techniques require expensive

nstrumentation and complicated sample preparation processes
6]. However, electrochemical methods are very good alternatives
nd provide easier and cheaper ways. Modification of the work-
ng electrode surfaces with an appropriate reagent offers analytical

∗ Corresponding author. Tel.: +90 312 2976080; fax: +90 312 2992163.
E-mail address: sabaci@hacettepe.edu.tr (S. Abacı).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.11.028
methods with enhanced selectivity and sensitivity. Modification
can be achieved by electrochemical, chemical or physical meth-
ods. Stripping electrochemical methods represent an interesting
alternative for mercury determination owing to their sensitivity,
versatility and low costs [7]. Ju and Leech accumulated mercury
ions on a metallothionein-modified gold electrode at open cir-
cuit and determined trace Hg2+ by cathodic stripping differential
pulse voltammetry [8]. Berchmans et al. preconcentrated Hg2+

chemically using 2-mercaptobenzimidazole-modified gold elec-
trode and determined the mercury ions by stripping voltammetry
after reduction of preconcentrated Hg2+ prior to determination
by anodic stripping voltammetry [9]. Electrochemical preconcen-
tration of mercury ions has been carried out by Ugo et al. at
gold- and polymer-coated electrodes [10]. Preconcentration and
voltammetric determination of mercury has also been studied
using chemically modified carbon-paste electrodes [11,12], graphite
electrodes [13,14], glassy carbon electrodes [15,16] and sol–gel elec-
trodes [17,18].

Poly(vinylferrocene) (PVF), is a redox polymer, which has long
been used as a fundamental conducting polymer system, with the
advantages of simple electrochemistry (a reversible one-electron
process), high stability (allowing multiple measurements to be

made over extended time scale), and the ease of deposition of thin
films using a variety of methods [19]. The polymer oxidizes from
methylene chloride to give the less soluble ferrocenium form of the
polymer, which precipitates onto the electrode surface to give a
PVF+-modified electrode.
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fore, stripping peak of mercury enhanced.
The immobilization and detection mechanism can be proposed

as following:

PVF+ClO4
− + Cl− → PVF+Cl− + ClO4

− (anion exchange) (1)
06 M. Sönmez Çelebi et al.

In the present study, the use of PVF+-modified Pt electrode
or determination of Hg2+ ions by differential pulse anodic strip-
ing voltammetry was investigated in terms of the parameters that
an affect the analytical response. Possible interferences and the
epeatability of the method were determined.

. Experimental

PVF was prepared by chemical polymerization of vinylferrocene
Alfa Product) at 70 ◦C for 24 h using 2,2′-aso-bis(2-methyl-
ropionitrile) (AIBN) (Alfa Product) as the initiator [20]. Methylene
hloride (Aldrich), which was used for preparing polymer solu-
ions, was washed with concentrated H2SO4 (Merck), triple distilled
ater, Na2CO3 (Merck) (5%), and triple distilled water. Then it was
istilled over P2O5 (Merck) [21].

1 × 10−3 M stock solution of Hg2+ was prepared from HgCl2
BDH, Analar) using triple distilled water. NaCl solutions were pre-
ared using triple distilled water with NaCl (Carlo Erba). Ag+, Fe3+

nd Pb2+ solutions were prepared from AgNO3 (BDH, 99.8% pure),
eNO3 (Merck) and Pb(NO3)2 (BDH, Analar) respectively

Tetra-n-butyl ammonium perchlorate (TBAP) was used as the
upporting electrolyte in the polymer solution. TBAP was obtained
y the reaction of tetra-n-butyl ammonium hydroxide (40% aque-
us solution, Merck) with perchloric acid (BDH) and recrystallised
rom the 1:9 mixture of water and ethyl alcohol by volume several
imes. It was then dried at 120 ◦C under vacuum for 12 h. This salt
as always kept under nitrogen atmosphere.

NaCl (Carlo Erba) was used as the supporting electrolyte in the
lectrochemical experiments. The polymer solution and the NaCl
olution that was used as the supporting electrolyte were deoxy-
enated by bubbling pure nitrogen gas (BOS).

In electrochemical studies, a platinum (Pt) disc electrode
r = 0.05 cm) or Pt foil electrode (1.2 cm × 0.8 cm) was used as the
orking electrode. Before each experiment, the working electrode
as polished with slurry of Cr2O3 with water, then rinsed with

riple distilled water, cleaned in ultrasonic bath and dried. Finally,
he electrode was washed with the solvent that was used for the
xperiment.

In the methylene chloride medium, a Ag/AgCl electrode was
sed as the reference electrode. The electrode was immersed in a
eparate compartment containing methylene chloride/0.1 M TBAP
olution with a saturated amount of AgCl. In the electrochemical
xperiments that were carried out in methylene chloride medium,
Pt wire in separate compartment containing methylene chlo-

ide/0.1 M TBAP solution was used as the counter electrode. In
queous medium, saturated calomel electrode (SCE) was used as
he reference electrode and a Pt wire electrode with a surface
rea of 2 cm2 in spiral form was used as the counter elec-
rode.

The cyclic voltammetric and potential-controlled coulometric
tudies were carried out with PAR system, which consists of Model
75 Universal Programmer, Model 173 Potentiostat and Model
79 Digital Coulometer. The differential pulse anodic stripping
oltammetric studies were performed with PAR Model 174A Polaro-
raphic Analyzer. Cyclic voltammograms and differential pulse
nodic stripping voltammograms were recorded with EG&G PAR
odel RE0150 X-Y recorder.
The PVF+ClO4

− film was electrodeposited on the electrode sur-
ace by the electrooxidation of 1.0 mg/mL PVF solution in methylene
hloride containing 0.1 M TBAP at +0.7 V vs. Ag/AgCl. The uptake of
lO4

− as the counter anion to the polymer film was shown in a

revious study by infrared spectroscopy [22].

The thicknesses of PVF+ClO4
− films were controlled by the

harge passed during the electroprecipitation. This charge was
onsidered as an indication of polymer film thickness. A charge
f 1 × 10−3 C corresponded to 1.32 × 10−6 moles of the oxidized
ta 78 (2009) 405–409

PVF/cm2 (dry thickness of ∼300 �m [23], which corresponds to
about 3 × 105 layers).

2.1. Procedure

The procedure of preconcentration and voltammetric determi-
nation of Hg2+ ion on PVF+Cl−-modified electrode includes the
following steps: (1) coating the Pt electrode with PVF+ClO4

− film;
(2) immersion of the film in aqueous solution of Cl−; (3) immer-
sion of PVF+Cl− film in aqueous solution of Hg2+ at open circuit; (4)
electrochemical reduction of Hg2+ ions prior to determination; (5)
determination of Hg2+ ions by DPASV.

3. Results and discussion

The voltammetric behavior of PVF+ClO4
−-coated Pt electrode is

shown in Fig. 1. No appreciable current and potential change for
oxidative and reductive behaviors was recorded in this voltammo-
gram with time and surface was determined as stable.

PVF+ClO4
−-coated Pt electrode was dipped into a solution which

contained 1 × 10−4 M Hg2+ for 15 min, then, removed, washed and
immersed into a blank solution (a solution only contained 0.1 M
NaCl). A potential of −0.2 V vs. SCE electrode, which is beyond
reduction potential of Hg2+ to metallic Hg, was applied for 5 min
for reducing presumably immobilized Hg2+. Then, differential pulse
anodic stripping voltammogram (DPASV) in blank solution was
recorded (Fig. 2b). As can be seen, immobilized mercury stripped
around at −0.05 V vs. SCE. This result indicated that some of the
Hg2+ from the solution was adsorbed on PVF+ClO4

− matrix possibly
due to electrostatic attraction. However, when PVF+ClO4

−-coated
Pt electrode was initially immersed into 5 × 10−2 M Cl− ion for
15 min before other processes described above was applied, strip-
ping peak current considerably increased (Fig. 2c). Voltammogram
of the PVF+ClO4

−-coated electrode was also recorded (Fig. 2a).
This result was explained as follows. PVF+ClO4

− matrix is sensi-
tive to the anions present in the solution. Since the Cl− ions are
negatively charged. The electrostatic immobilization of Cl− ions
on PVF+ClO4

−-coated Pt electrode was accomplished via anion
exchange. Complexation reaction occurred between Hg2+ and Cl−

ions, thus, deposited amount of Hg2+ on electrode surface, there-
Fig. 1. Cyclic voltammetric behavior of PVF+ClO4
−-coated Pt disc electrode in 0.1 M

NaCl solution. v = 100 mV/s; A = 7.85 × 10−3 cm2.
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Fig. 2. Differential pulse anodic stripping voltammogram of (a) PVF+ClO4
− film cor-

responding to 0.8 mC film thickness, (b) PVF+ClO − film immersed in 1 × 10−4 M
H
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3.4. The influence of preconcentration time

As can be determined from Fig. 6, the stripping peak current
shows a steady increase up to 10 min preconcentration time and
4

g2+ solution for 15 min, (c) PVF+ClO4
− film immersed in 50 mM Cl− solution for

5 min, then in 1 × 10−4 M Hg2+ solution for 15 min, after 5 min cathodic electrolysis
t −0.2 V vs. SCE. v = 5 mV/s; mod. amp. = 100 mV; A = 7.85 × 10−3 cm2.

g2+ + PVF+Cl− → PVF+Cl− (Hg2+) (complexation) (2)

VF+Cl− (Hg2+) → PVF+Cl− (Hg) (reduction) (3)

VF+Cl− (Hg) → PVF+Cl− (Hg2+) (stripping) (4)

hese results and mechanism indicated that PVF+ClO4
−-coated Pt

lectrode can be used for Hg2+ detection in aqueous solutions. How-
ver, several parameters had to be evaluated to get the optimum
erformance from this surface.

.1. The effect of Cl− ion concentration

Fig. 3 shows the effect of Cl− ion concentration on the pre-
oncentration of Hg2+ ions in the polymeric matrix. As can be
een, stripping peak current increased with the increase of Cl−

on concentration. This was an expected result according to pro-
osed mechanism because increased concentration of Cl− leads
o higher amounts of Hg2+–Cl− complex on the surface. However,
hen Cl− ion concentration exceeded 40 mM, stripping peak cur-

ent started to decrease and the rupture of polymer films were

isually observed when the concentration of Cl− ion was 80 mM.
his was a clear indication of damaging effect of excess Cl− on the
urface since it initiated pitting and that caused the rupture of the
lm.
Fig. 3. The effect of Cl− ion concentration on the oxidation peak current for
1 × 10−4 M Hg2+ (1.0 mC film thickness, 15 min immersion time in Cl− ion solution,
15 min preconcentration time, −0.2 V electrolysis potential, 5 min electrolysis time).

3.2. The effect of immersion time in Cl− solution

The immersion time in Cl− ion solution was considered as an
important parameter and its effect was studied. Fig. 4 shows the
change of stripping peak currents with the immersion time of the
modified electrode in Cl− solution. As can be seen, stripping peak
currents showed an increase up to 15 min immersion time and
decreased after this value. The result supported our claim about
the damaging effect of excess Cl− ions deposited on the surface.
Therefore, 15 min immersion time seemed the optimum immersion
time.

3.3. The effect of polymeric film thickness

The effect of polymeric film thickness on the stripping peak
current was investigated by varying the charge passed during the
electrooxidation of PVF to PVF+ and keeping the other variables con-
stant (Fig. 5). When the thickness of PVF+ClO4

− or the amount of
PVF+ increased, accumulated amount of Cl− also increased and this
caused stripping peak current to enhance due to higher amount of
Hg2+–Cl− complex formation on the surface. However, after 0.8 mC
film thicknesses, stripping peak current started to decrease with
increase in film thickness due to excess Cl− accumulation. This is
also another indication of damaging effect of excess Cl− which was
described above. The decrease in the stripping peak current is also
attributed to the change in the porosity of the polymer matrix at
elevated film thicknesses.
Fig. 4. The effect of immersion time in Cl− ion solution on the stripping peak current
for 1 × 10−4 M Hg2+ (1.0 mC film thickness, 40 mM Cl− ion concentration, 15 min
preconcentration time, −0.2 V electrolysis potential, 5 min electrolysis time).
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Fig. 5. The effect of polymeric film thickness on the stripping peak current for
1
s
y

r
D
c
n

3

H
d
t
t
a
p
c
a
p
a
t
t

3

w
o
t
r
t
t

F
1
s

Table 1
Equation of calibration curves and R2 values for three concentration intervals.

Concentration range (M) Equation of the calibration curve R2

1 × 10−3 to 5 × 10−5 y = 1884.1x + 8147 0.9989
1 × 10−5 to 1 × 10−6 y = 3.7627x + 23.16 0.9900
1 × 10−7 to 5 × 10−10 y = 0.1482x + 1.3908 0.9832

Table 2
Interferences of some ions to the response of the electrode in 1:1 and 1:10 concen-
tration ratios with respect to Hg2+.

Interfering ion % Interference

1:1 1:10

Ag+ 91.8 92.1
× 10−4 M Hg2+ (50 mM Cl− ion concentration, 15 min immersion time in Cl− ion
olution, 15 min preconcentration time, −0.2 V electrolysis potential, 5 min electrol-
sis time).

emains constant after this time because of diffusion limitation.
uring evaluation of performance of the electrode, 5 min precon-
entration time was used in order to assure that the electrode was
ot saturated with metal ions.

.5. The influence of reduction potential

Various potentials were applied to for reduction of Hg2+ to
g. The peak current showed a maximum at −0.3 V vs. SCE and
ecreased after this potential. Two processes occur during the elec-
rolysis of the modified electrode: (a) reduction of the metal ion in
he polymer matrix and (b) reduction of PVF+ to PVF. The latter is
n undesirable process because, when the amount of PVF+ in the
olymer matrix decreases, the amount of the negatively charged
omplex species also decreases. It was thought that, up to −0.3 V,
s the reduction of the metal ion species is dominant, the stripping
eak current increased. After this potential, because of the decrease
t the stripping peak current, the second process was considered
o be dominant. Therefore, −0.3 V seemed to be the optimum elec-
rolysis potential.

.6. The influence of electrolysis time

The change in stripping peak current with electrolysis time
as studied to obtain the optimum time needed for reduction

2+
f Hg ions. −0.3 V is the optimum electrolysis potential for
he reduction of Hg2+ ions to Hg metal. Therefore, electrolytic
eduction of the Hg2+ is the dominant process at this poten-
ial. Stripping peak current increased with increasing electrolysis
ime up to 4 min. However, when the electrolysis time exceeded

ig. 6. The effect of preconcentration time on the stripping peak current for
× 10−4 M Hg2+ (0.8 mC film thickness, 40 mM Cl− ion concentration, 15 min immer-

ion time in Cl− ion solution, −0.2 V electrolysis potential, 5 min electrolysis time).
Fe3+ 52.2 92.3
Pb2+ 0.472 80.1

4 min, formed neutral mercury metal might have been released
from the polymer matrix, consequently, stripping peak currents
decreased. Thus, optimum electrolysis time was considered to be
4 min.

3.7. Repeatability, linearity and interferences

The performance of the method was evaluated with Pt foil
electrode (1.2 cm × 0.8 cm) using the following conditions: 70 mC
polymeric film thicknesses, 40 mM Cl− ion concentration, 15 min
immersion time in Cl− solution, 5 min preconcentration time, 4 min
electrolysis at −0.3 V vs. SCE.

The repeatability was evaluated with 1 × 10−6 M Hg2+ solution
for six observations. The relative standard deviation value was cal-
culated as 6.35%.

Linearity of the electrode was investigated by starting with
1 × 10−3 M Hg2+ concentration in immobilization solution and
gradually lowering the Hg2+ concentration and taking the strip-
ping peak current of Hg as basis. Concentration of Hg2+ solutions
was calculated by calibration curve method. There was linear-
ity up to a concentration value of 5 × 10−5 M. After this value,
slope of the curve changed and linearity was observed between
1 × 10−5 M and 1 × 10−6 M. After 1 × 10−6 M Hg2+ concentration,
a greater sized platinum electrode was used to better detect the
low amounts of mercury and linearity was obtained concentration
interval 1 × 10−7 M and 5 × 10−10. Table 1 summarizes the equation
of the calibration curve and R2 for three concentration intervals. No
appreciable change in peak currents was observed for Hg2+ concen-
trations lower than 5 × 10−10 M.
Influences of interfering metal ions which are capable of forming
chloride complexes on the response of the electrode were exam-
ined. The voltammogram of 3 × 10−3 M Hg2+ solution was recorded
in the presence of Ag+, Fe3+ and Pb2+ ions in 1:1 and 1:10 con-

Table 3
Determination of Hg2+ ions in water samples.

Sample Hg2+ added
(ng mL−1)

Hg2+ found (ng mL−1) % Recovery

Tap water – n.d.* –
40 43.71 ± 0.15** 109.3

Natural spring water – n.d. –
40 40.60 ± 0.18 101.5

* Not detected.
** Mean value ± standard deviation (n = 3).
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entration ratios with respect to Hg2+. Interferences are given in
able 2.

.8. Determination of mercury in water samples

The validity of the proposed method was tested in water samples
y spiking known concentrations of mercury to water samples [24].
he results are summarized in Table 3.

. Conclusions

PVF+-coated Pt surface has been shown to be a good choice for
etermining Hg2+ from aqueous solutions. The initial immersion
f surface into Cl− solution increased the accumulation of Hg2+ on
he surface due to formation of Hg2+–Cl− complex. However, excess
mounts of Cl− on the surface caused pitting and rupture of the sur-
ace film. Detection mechanism was proposed. The reproducibility
nd sensitivity was satisfactory. Interferences from ions that might
lso form complexes with Cl− were examined and reported. The
alidity of method was tested in water samples. It can be claimed
hat these surfaces are very good alternative to expensive analyti-

al techniques such as atomic absorption spectrometry and ICP-MS.
nother advantage of the method between electrochemical tech-
iques is that, preparation of the surface and application of the
ethod is simple and also cheaper than more costly materials such

s gold.
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a b s t r a c t

MCC-555 is a novel thiazolidinedione which reduces plasma glucose concentrations in Type 2 diabetes
mellitus models due to enhancement of insulin sensitivity. A highly sensitive and selective quantitative
method to accurately determine MCC-555 in rat plasma is crucial to the success of pharmacokinetic
studies of MCC-555. To this purpose we have developed and validated a high-throughput method in a
96-well plate format using ultra-fast liquid chromatography (Shimadzu Prominence UFLCTM system) for
the determination of MCC-555 in rat plasma. MCC-555 along with the internal standard resveratrol was
extracted from 50 �l of rat plasma by liquid–liquid extraction using ethyl acetate. Baseline separation
of MCC-555 and resveratrol was achieved using UFLC technology on a C18 stationary-phase column
with 2.2 �m particle size. The influences of flow rate, column temperature and mobile phase pH on
chromatographic performance were investigated. Comparing to the conventional HPLC method, UFLC
PLC

at plasma
harmacokinetics

showed many advantages including reduced run time, less solvent consumption and increased sensitivity.
The UFLC method was sensitive with a lower limit of quantification of 0.002 �g/ml, with good linearity
(r > 0.999) over the linear range of 0.002–2.0 �g/ml. The intra- and inter-run precision was less than 8.6%
and accuracy ranged from −6.4 to 8.2% for quality control samples. The extraction recovery from plasma
was no less than 80%. The validation and sample analysis results show that the method is precise, accurate

t pha
and well suited to suppor

. Introduction

Thiazolidinediones (TZDs) represent a new class of oral anti-
iabetic agents. Two of these, rosiglitazone and pioglitazone,

re approved by the U.S. Food and Drug Administration for the
reatment of non-insulin-dependent diabetes mellitus (NIDDM).
espite the clear clinical benefit of these drugs as a treatment for
IDDM, the use of the current generation of thiazolidinediones is

Abbreviations: UFLC, ultra-fast liquid chromatography; HPLC, high-performance
iquid chromatography; LC-MS, liquid chromatography tandem mass spectrometry;
LOQ, lower limit of quantification; TZDs, thiazolidinediones; NIDDM, non-insulin-
ependent diabetes mellitus; PPAR-�, peroxisome proliferatsor-activated receptor
amma; IS, internal standard; QCs, quality control samples.
∗ Corresponding author at: Second Military Medical University, School of Phar-
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associated with side effects of clinical importance, such as weight
gain, edema and anemia [1,2]. In addition, there is a growing con-
cern about the reported deleterious effects of thiazolidinediones on
bone cell function and the skeleton [3–6]. For these reasons, signifi-
cant efforts are ongoing to develop novel thiazolidinediones, which
retain their insulin sensitizing activity, but are devoid of activities
that cause adverse effects.

MCC-555 (5-[[6-(2-fluorbenzyl)-oxy-2-naphy] methyl]-2,4-
thiazolidinedione) (Fig. 1) is a member of a new class of peroxisome
proliferatsor-activated receptor gamma (PPAR-�) ligands with dis-
tinct anti-diabetic [7]. MCC-555 has been reported to be over
50-fold more potent than rosiglitazone in decreasing blood glu-
cose levels in rodent models of NIDDM, and 5- to 10-fold less
effective than rosiglitazone in inducing adipogenesis in mouse

preadipocytes [8,9]. These effects may be explained by the ability of
MCC-555 to act as a PPAR-� agonist, partial agonist, or antagonist,
depending on cell context, and can be attributed to its ability
to recruit PPAR-� coactivators, distinct from those recruited by
rosiglitazone [10].
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12 min.
Fig. 1. Chemical structures of MCC-555 and resveratrol (IS).

Besides the pharmacodynamic evaluation, it is also important
o determine the pharmacokinetic properties of MCC-555. Several

ethods have been reported for the extraction and detection of
CC-555 and TZDs drugs (rosiglitzone and pioglitazone) in biologi-

al fluids, drugs such as liquid chromatography (LC) with ultraviolet
UV) detection or fluorescence detection and liquid chromatogra-
hy tandem mass spectrometry (LC-MS-MS) [11–14]. Among them,
PLC with fluorescence detection assay is well established and

obust, but it is time-consuming (12 min at least) [14]. Therefore,
e felt necessary to develop a rapid and reliable quality control
ethod for rapid determination of MCC-555 in order to achieve

igh-throughput determination of considerable biological sam-
les. Due to its inherent selectivity and sensitivity, ultra-fast LC
ffers higher sample throughput for pharmaceutical analysis as
ompared with the traditional HPLC methods. Therefore, the ultra-
ast LC systems have become the instrument of choice for drug
ssays in the modern pharmaceutical industry. About ultra-fast LC
here already have many types such as ultra-performance liquid
hromatography (Waters Acquity UPLCTM system), rapid-resolution
iquid chromatography (Agilent 1200 RRLCTM system) and ultra-fast
iquid chromatography (Shimadzu Prominence UFLCTM system). A

aters Acquity UPLCTM system is performed on a Waters analytical
olumn with 1.7 �m particle size operated at high pressures and an
gilent 1200 RRLCTM system employs chromatographic separations
ased on a 1.8 �m stationary phase operated at high pressures with
he function of automatic delay volume reduction of automated
ample injector. Recently, UFLC (Shimadzu Prominence UFLCTM sys-
em) has been introduced with increased separation performance
ompared to conventional HPLC. UFLC employs chromatographic
eparations based on a 2.2 �m C18 stationary phase operated at nor-
al pressure to give flow rates of 0.4–0.5 ml/min. One of the major

dvantages of this improvement in separation that UFLC affords is
hat chromatographic runtime can often be greatly reduced, giving
considerable saving in both instrument and analyst time; of value

o those involved in high-throughput applications in drug discovery
nd development.

A number of approaches such as sample extraction in 96-well
ormat plates [15], and fast chromatography [15–17] are integrated
o increase sample throughput for the determination of small

olecules in biological samples in our laboratory. In this paper, we

escribe a high-throughput UFLC method for the determination of
CC-555 from rat plasma by liquid–liquid extraction based on 96-
ell plates. UFLC system with C18column (50 mm × 2.0 mm i.d.)
acked with porous 2.2 �m particles is powerful approach to dra-
(2009) 506–512 507

matically improve peak resolution, sensitivity and speed of analysis.
Results of the fully validation presented here demonstrate that the
UFLC method is suitable for analyzing MCC-555 in rat plasma. It has
been successfully applied to the pharmacokinetic study of MCC-555
in rats after three dose (2.5, 5.0, and 10.0 mg/kg) administrations.
We also investigated the differences in system performance by
conducting a comparison of UFLC with other method previously
optimized for HPLC separation of MCC-555.

2. Material and methods

2.1. Reagents and chemicals

MCC-555 and the internal standard (IS) resveratrol (Fig. 1, purity
of both ≥99.7%) were obtained by Shanghai Jiahua Medicine Sci-
ence, Co. Ltd. (Shanghai, China). Acetonitrile, methanol and ethyl
acetate (all HPLC grades) were purchased from Merck Company
(Darmstadt, Germany). All other reagents were of analytical grade.
Double-distilled water was used and 0.45 �m pore size filters (Mil-
lipore, MA) was used to filter the solutions.

2.2. Animals

Male and female Sprague–Dawley rats (weight, 200–300 g) were
purchased from Shanghai SLAC Laboratory Animal Co. Ltd. The ani-
mals were acclimated for two weeks, and during this period, they
were examined for any abnormalities suggestive of health prob-
lems; body weights were recorded. Environmental conditions were
monitored and maintained at 19–25 ◦C, 55 ± 15% relative humid-
ity, and a 12-hr light/dark cycle of 150–300 lx, with water availably
ad libitum. All the animals used in this study in compliance with
institutional animal care guidelines, and the animal use and care
protocols were approved by the Local Institutional Committee of
the Second Military Medical University.

2.3. Apparatus

HPLC analyses were performed on a Shimadzu-10A system
equipped with a LC-10AD VP pump coupled with a RF-10A fluores-
cence detector operating at excitation and emission wavelengths
of 232 nm and 352 nm, SIL-10AD VP automated sample injec-
tor, thermostatted column compartment CTO-10AS VP and N2000
workstation (Zhejiang University, Hangzhou, China).

A Shimadzu Prominence UFLCTM system, equipped with a LC-
20AD VP pump, a SIL-20AD VP automated sample injector, a
thermostatted column compartment CTO-20AC VP, a RF-10A fluo-
rescence detector operating at excitation and emission wavelengths
of 232 nm and 352 nm, was used for MCC-555 analysis under UFLC
conditions. Data were processed with LCsolution software (Shi-
madzu, Japan).

2.4. Chromatographic conditions

2.4.1. HPLC
The assay development including instrumental details was

recently reported [14]. Briefly, separations were carried out on
a Kromasil C18 reversed-phase column (5 �m, 250 mm × 4.6 mm
i.d.), protected by a DiamonsilTM ODS guard column; mobile phase
consisted of solvent A, 10 mmol/l sodium phosphate buffer (pH 4.5),
and solvent B, acetonitrile (35:65, v/v); flow rate, 1.0 ml/min; col-
umn temperature, 35 ◦C; injection volume, 20 �l; analyses time,
2.4.2. UFLC
Samples were analyzed on a Shimadzu Prominence UFLCTM C18

column (2.2 �m, 50 mm × 2.0 mm i.d.); mobile phase consisted of
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olvent A, 10 mmol/l sodium phosphate buffer (pH 4.5), and solvent
, acetonitrile (40:60, v/v); flow rate, 0.5 ml/min; column temper-
ture, 35 ◦C; injection volume, 5 �l; analysis time, 2 min.

.5. Preparation of standards and quality control samples

The stock solution of MCC-555 (1.0 mg/ml) was prepared in
ethanol. Working standard solutions of MCC-555 were obtained

n the concentrations of 0.1, 1.0, 10.0, and 100 �g/ml by further dilu-
ions of the stock solution with methanol. Resveratrol was prepared
t a concentration of 4 �g/ml in methanol. All the solutions were
tored at −20 ◦C.

Calibration standards were prepared by spiking blank rat plasma
ith working standard solutions of MCC-555. The effective concen-

rations in standard plasma samples were 0.002, 0.005, 0.01, 0.02,
.05, 0.1, 0.2, 0.5, 1.0 and 2.0 �g/ml. One calibration curve was con-
tructed on each analysis day using freshly prepared calibration
tandards. The quality control samples (QCs) were prepared with
lank plasma at low, middle and high concentrations of 0.04, 0.4
nd 1.4 �g/ml and stored at −20 ◦C after preparations. The stan-
ards and quality controls were extracted on each analysis day with
he same procedure for plasma samples as described below.

.6. Sample preparation

Samples were prepared using liquid–liquid extraction in 96-
ell format plates. The liquid transfer steps were completed by

ight-channel pipetting tools (Eppendorf Research®, Eppendorf AG,
amburg, Germany) except when adding 1000 �l of extraction
gent. Plasma samples (50 �l) were transferred to the 2-ml Arc-
icWhite 96-well polypropylene plate using 100-�l eight-channel
ipetting tool. A 50 �l aliquot of 2 �g/ml internal standard solution
nd a 100 �l aliquot of 0.3 mol/l Na2HPO4 solution were transferred
o each well of the 96-well plate with the exception of the blanks,
ollowed by capping and vortex mixing for 1 min. Following addi-
ion of 1000 �l of ethyl acetate, the wells were capped with the
rctiSeal mat; vortex mixed for 3 min, and centrifuged at 1047 × g

or 10 min. The ethyl acetate layer was transferred to the respective
ositions of new 2-ml ArcticWhite 96-well plates. These sample
xtracts were evaporated at 45 ◦C under a stream of nitrogen, recon-
tituted with 50 �l of 60/40 acetonitrile/water, capped and vortex
ixed before analysis.

.7. Pharmacokinetic studies

Sprague–Dawley rats were divided into three groups (80 rats/per
roup) and received 2.5, 5 and 10 mg/kg oral doses of MCC-555 in
suspension using 0.5%carboxy methyl cellulose via gastric gav-

ge. All rats were fasted overnight with free water supply before
xperiments and had access to water and food 4 h after drug admin-
stration. Dose volumes were calculated based on the pretreatment
ody weights of the animals, rounded to the nearest 0.01 ml and
easured carefully in calibrated syringe to minimize the variability

f dosing.
Blood samples were collected by decapitation under slight ether

nesthesia at different time points (0.25, 0.5, 0.75, 1, 1.5, 2, 3, 4,
, 8, 10, 12, 24, 36, 48, and 72 h) after administration (5 rats/time
oint). Each collected blood sample was immediately transferred

nto a heparinized 1.5 ml microcentrifuge tube and centrifuged
t 2992 × g for 6 min at room temperature. The resulting plasma
amples were immediately frozen at −20 ◦C for further analysis.

he plasma concentration–time data were analyzed and phar-
acokinetic parameters were estimated by non-compartmental

nalysis. The merit of the non-compartmental analysis is to evaluate
harmacokinetic parameters without the restriction of the com-
artment model based on the test plasma concentrations. Because
(2009) 506–512

some differences can be obtained using different mathematics
methods or soft wares when pharmacokinetic parameters are esti-
mated by the compartment model.

3. Results and discussion

High-performance liquid chromatography has been used for the
analysis of MCC-555 biological samples. Recently, an improvement
in chromatographic performance has been achieved by the intro-
duction of UFLC. The van Deemter equation indicates that, when
the particle size decreases to less than 2.5 �m there is a significant
gain in efficiency and that efficiency does not diminish at increased
flow rates or linear velocities. Thus, UFLC takes full advantage
of chromatographic principles to run separations using columns
packed with smaller particles (2.2 �m), with superior resolution
and shorter analysis time. In our experiment, a 50 mm column sub-
mitted to an isocratic flow rate of 0.5 ml/min for 2 min was used
to obtain the chromatograms. The very narrow chromatographic
peaks generated by UPLC, resulted in an increase in the chromato-
graphic efficiency and sensitivity.

As mentioned before, the aim of this study was to develop UFLC
method for determination of MCC-555 in rat plasma. To purify
complex sample matrix and concentrate MCC-555, a liquid–liquid
extraction procedure was developed as a first step of this study.
Sample extraction in 96-well format plates and fast chromatog-
raphy are integrated to increase sample throughput for the
determination of small molecules in biological samples in our lab-
oratory. The second major point concerning with UFLC method
development was to avoid co-elution of other compounds with
MCC-555 and resveratrol, resulting in reasonable value of LLOQ.
To solve this problem influence of column temperature, flow rate
and mobile phase pH was studied. Developed procedures were fur-
ther validated, and their applicability was verified on analysis of
MCC-555.

3.1. Optimization of sample preparation

Low throughput on the currently available assays is generally
due to labor-intensive sample preparation, while this limiting fac-
tor was significantly improved in this paper. In order to increase
sample throughput, the liquid–liquid extraction in 96-well format
plates was used, which resulted in shorter sample preparation time.
Furthermore, it should be noted that only 50 �l of plasma was
required for method development. To select a good organic solvent
as the extract agent, a number of solvents have been tried includ-
ing ethyl acetate, dichloromethane, acetone, diethyl ether or their
mixtures; the only aim was to get a best extraction recovery and
to remove the endogenous materials that might interfere with the
peaks of MCC-555 and IS. The extraction efficiency of ethyl acetate
was about 80%, and the chromatograms were free from any endoge-
nous substances in peaks of MCC-555 and IS. So we selected ethyl
acetate as the extraction agent. The extraction procedure without
and with adding 10 mmol/l sodium phosphate buffer (100 �l) was
also compared, and the latter gave a higher recovery.

3.2. UFLC method development

3.2.1. Choice of internal standard
A synthetic intermediate of MCC-555 used to be the internal

standard in reported paper [14]. However, owing to the difficulty
to get the synthetic intermediate of MCC-555 by commercial pur-

chase, we thought that it was necessary to find the new internal
standard for pharmacokinetic studies. In the course of the selec-
tion of the internal standard telmisartan, naproxen, rosiglitazone
and metoprolol had been tried. These compounds can be separated
from MCC-555 with good resolution, but all failed partly for the
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Fig. 2. Influence of flow rate, mobile phase pH and co

hort retention time or being interfered by endogenous matrix.
esveratrol was selected as the internal standard, because it was
lso a fluorescent compound (�ex = 260 nm, �em = 364 nm) [18] and
ad a suitable retention time and a good resolution from MCC-555
nder the chromatographic conditions in this study. There was no
ndogenous interferences in the regions where MCC-555 and IS
luted.

.2.2. HPLC method development and transfer to UFLC
The basic chromatographic conditions like stationary phase, sol-

ents and fluorescence detection, employed in HPLC were kept
onstant when developing the new UFLC method. Under these con-
itions the run time was around 1 min, but the separation between
CC-555 and resveratrol was not satisfactory. Attempts to improve

he chromatographic separation were performed with varying the
omposition of mobile phase. Since no interferences with other
ompounds that originated from sample matrix were observed
ven with 60% of acetonitrile in mobile phase, this concentration
as applied. To improve detector sensitivity and to achieve equiv-

lent system performance compared with conventional HPLC at
ame sample concentration UFLC instrument manufacturer recom-
ends using low injection volume.
Attempts to improve the chromatographic performance were

ade by altering the column temperature, flow rate and mobile
hase pH. The results are shown in Fig. 2. The influence of flow
ate was investigated with column temperature of 35 ◦C and mobile
hase pH 4.5; the flow rate was set at 0.5 ml/min and column tem-
erature of 35 ◦C when mobile phase pH was altered; the flow rate
as set at 0.5 ml/min and mobile phase pH 4.5 when column tem-
erature was altered.
The resolution, theoretical plates and tailing factor of MCC-555
nd resveratrol showed unremarkable decline trend with flow rate
ncreased, compared to noticeable declines of the retention time
f MCC-555 and resveratrol. Considering system backpressure and
unning time, flow rate of 0.5 ml/min was preferred. Compared to
temperature on UFLC chromatographic performance.

a noticeable decline of the retention time of resveratrol at pH 4.5,
the retention time of MCC-555 showed unremarkable decline trend
with mobile phase pH increased. And the resolutions of MCC-555
and resveratrol showed decline trend when mobile phase pH was
over 4.5. The theoretical plates and tailing factor obtained for MCC-
555 and resveratrol showed some improvements with the increase
of column temperature. The resolution of MCC-555 and resveratrol
showed a declining trend above 35 ◦C. Hence, the column temper-
ature of 35 ◦C was preferred. At flow rate of 0.5 ml/min, mobile
phase pH 4.5 and column temperature 35 ◦C, a satisfactory and rapid
separation was achieved in 2 min.

3.2.3. Comparison of UFLC and HPLC
UFLC system supports high-speed analysis through the fol-

lowing features: low volume tubing and flow cell decrease
extra-column band spreading; 10 s ultra-fast injections with the
Prominence SIL-20 Autosampler; temperature capability up to
85 ◦C; fast data acquisition allows for better signal tracing. These
features, together with the use of a 2.2 �m particle material col-
umn, can shorten analysis time 5- to 6-fold, giving a considerable
saving in both instrument and analyst time; of value to those
involved in high-throughput applications in drug discovery and
development. Comparative data on chromatographic performance
of UFLC and HPLC have been obtained by injecting extracted plas-
mas which were spiked with 1 �g/ml of MCC-555 and 2 �g/ml of
the IS. Comparisons of UFLC and HPLC assay parameters and sys-
tem performance are summarized in Table 1. Although validation
parameters of both methods are almost equal, some differences
between two studied methods could be seen. Major advantages
of UFLC are mostly economical, i.e., low consumption of solvents

and six times higher samples throughput of this method. The UFLC
method showed comparatively better analysis efficiency than HPLC,
though the theoretical plates obtained for MCC-555 in UFLC were
somewhat poorer. Typical chromatograms HPLC and UFLC chro-
matograms are depicted in Fig. 3.
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Table 1
Comparison of UFLC and HPLC assay parameters and system performance.

UFLC assay HPLC assay

Column Shimadzu C18 column
(50 mm × 2.0 mm,
2.2 �m)

Kromasil C18 column
(250 mm × 4.6 mm,
5 �m)

Flow rate (ml/min) 0.5 1.0
Injection volume (�l) 5 20
Total run time (min) 2 12
MCC-555 elution time (min) 1.62 10.72
Total solvent consumption 0.4 ml of water 0.6 ml

of acetonitrile
4.2 ml of water 7.8 ml
of acetonitrile

USP resolution 2.89 1.86
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Fig. 4. Representative chromatograms for MCC-555 (I) and resveratrol (IS) from (A)
ailing factor 1.30 1.42
SP plate count 5788 4856
LOQ (�g/ml) 0.002 0.005

.3. UFLC method validation

A full validation was performed to evaluate the performance
f the method in accordance to the recommendations published
y FDA [19]. Validation runs were conducted on three consecu-
ive days. Each validation run consisted of a minimum of one set
f calibration standards and six sets of QC plasma samples at three
oncentrations. The results from QC plasma samples in three runs
ere used to evaluate the precision and accuracy of the method
eveloped. The peak area ratios of MCC-555/IS of unknown sam-
les were then interpolated from the calibration curve to give the
oncentrations of MCC-555. During routine analysis, each analyti-
al run included a set of calibration standards, a set of QC plasma
amples in duplicate and plasma samples to be determined.

.3.1. Selectivity
Selectivity was studied by comparing chromatograms of six dif-
erent batches of blank plasma obtained from six subjects with
hose of corresponding standard plasma samples spiked with MCC-
55 and resveratrol and plasma sample after oral doses of MCC-555.
ypical chromatograms obtained in rat plasma are shown in Fig. 4.

ig. 3. The comparison of UFLC and HPLC chromatograms of test plasma (I: MCC-555,
�g/ml; IS: resveratrol, 2 �g/ml). UFLC: Shimadzu Prominence UFLCTM C18 col-
mn (2.2 �m, 50 mm × 2.0 mm i.d.); mobile phase consisted of solvent A, 10 mmol/l
odium phosphate buffer (pH 4.5), and solvent B, acetonitrile (40:60, v/v); flow rate,
.5 ml/min; column temperature, 35 ◦C; injection volume, 5 �l; analysis time, 2 min.
PLC: Kromasil C18 reversed-phase column (5 �m, 250 mm × 4.6 mm i.d.), protected
y a DiamonsilTM ODS guard column; mobile phase consisted of solvent A, 10 mmol/l
odium phosphate buffer (pH 4.5), and solvent B, acetonitrile (35:65, v/v); flow
ate, 1.0 ml/min; column temperature, 35 ◦C; injection volume, 20 �l; analyses time,
2 min.
a blank plasma sample; (B) a plasma sample with added MCC-555 at a LLOQ level
(0.002 �g/ml) and resveratrol (2 �g/ml); (C) a plasma sample from a rat 1 h after the
dose of 5 mg/kg (concentration 1.166 �g/ml). The retention times of MCC-555 and
IS were 1.62 and 1.12 min, respectively.

As can be seen from these figures, no significant interfering peaks
were observed at the retention times of MCC-555 and IS. The fast
analysis speed with a total analysis time less than 2.0 min (1.62 min
for MCC-555 and 1.12 min for IS) enabled high sample throughput
to be achieved.

3.3.2. Linearity and sensitivity
A weighted (1/x) linear regression was used to perform stan-

dard calibration. The mean calibration equation was y = 8.4798
(R.S.D. = 8.7%, n = 5)x − 0.0286 (R.S.D. = 2.3%, n = 5), where y repre-
sents the peak area ratios of the analyte to the IS and x represents
the plasma concentration of analyte in �g/ml. Calibration curves
showed an excellent linearity in the range of 0.002–2.0 �g/ml with
the concentration coefficients consistently greater than 0.999.

The lower limit of quantitation (LLOQ) of the assay [20], defined
as the lowest concentration on the standard curve that can be
quantitated with accuracy within 15% of nominal and precision not
exceeding 15%, was 0.002 �g/ml for MCC-555. The reproducibility
of LLOQ was determined by examining five LLOQ samples indepen-
dent from the standard curve. A typical chromatogram of an LLOQ
sample is shown in Fig. 4.

3.3.3. Precision and accuracy
Precision and accuracy were evaluated by analyzing the LLOQ,

low, mid, and high concentration quality control samples (0.002,
0.004, 0.08 and 1.4 �g/ml). Precision was expressed as relative stan-
dard deviation (R.S.D. %) and accuracy expressed as percent relative
error (R.E. %). Intra-run precision and accuracy were determined
by repeated analysis of a set of standards on 1 day (n = 5), while
inter-run precision and accuracy by repeated analysis on three con-
secutive days (n = 5 series per day). The R.S.D. and R.E. should be less
than 15%, except at the LLOQ where it should not exceed 20% [21].
The data of intra-run and inter-run precision and accuracy for
the method are listed in Table 2. The intra-run precision (R.S.D.) for
LLOQ, low, mid and high QC levels of MCC-555 were 5.4%, 4.9%, 7.6%
and 2.3%, respectively, with an accuracy (R.E.) within −4.8% to 7.4%,
and that of inter-run analysis were 6.7%, 8.6%, 3.4%, 6.2%, respec-
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Table 2
Precision and accuracy for the determination of MCC-555 in rat plasma (intra-run:
n = 5; inter-run: n = 5 series per day, 3 days).

Concentration (�g/ml) Precision R.S.D. (%) Accuracy R.E. (%)

Spiked Observed (mean ± S.D.)

Intra-run
0.002 (LLOQ) 0.002 ± 0.0003 5.4 6.6
0.04 (low) 0.004 ± 0.001 4.9 −4.8
0.8 (middle) 0.079 ± 0.007 7.6 7.4
1.4 (high) 1.38 ± 0.62 2.3 5.3

Inter-run
0.002 (LLOQ) 0.002 ± 0.0005 6.7 8.2
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pharmacokinetic properties of MCC-555 in rats obtained from the
present study closely matched the reported in previous studies in
dogs [14]. The elimination kinetics for MCC-555 in rats following
three doses administration was not greatly different from our pre-
vious MCC-555 pharmacokinetic study in dogs conducted at the
0.04 (low) 0.004 ± 0.003 8.6 4.9
0.8 (middle) 0.082 ± 0.013 3.4 −6.4
1.4 (high) 1.41 ± 0.79 6.2 −3.8

ively, with an accuracy (R.E.) within −6.4% to 8.2%. The results of
ntra-run and inter-run analysis indicated that UFLC method were
ccurate, reliable and reproducible.

.3.4. Extraction recovery
Extraction recovery of MCC-555 was determined by dividing the

ean response obtained from blank plasma samples spiked with
nalyte before extraction with those from blank plasma samples
o which analyte was added after extraction. This procedure was
epeated in five replicates for the three QC concentrations.

The extraction recoveries of MCC-555 from rat plasma were
3.4 ± 5.0%, 87.3 ± 2.9%, and 85.9 ± 4.5% at concentration levels of
.04, 0.4 and 1.4 �g/ml and the mean extraction recovery of resver-
trol was 81.6 ± 2.7%.

.3.5. Stability
Sample stability in plasma was investigated as follows using QC

amples. Short-term stability was examined by analyzing samples
t room temperature for 24 h. Long-term stability study was per-
ormed by analyzing samples stored for 2 months at −20 ◦C. For
reeze–thaw stability study, the samples were left 1 h to thaw, and
hen refrozen for 24 h. This cycle was repeated three times and
nalysis was done after the third freeze–thaw cycle. The stabil-
ty of MCC-555 in reconstituted extracts during runtime in the LC
uto-injector was tested performing a second analysis of the same
xtracts left 8 h at room temperature. The criterion for an acceptable
tability of compounds in plasma samples under different storage
onditions is that the relative recovery of the drug should be at least
0% of the initial concentration [22].

MCC-555 was found to be stable in rat plasma samples for at
east 24 h when stored at room temperature and for 2 months when
tored at −20 ◦C. And the stock solutions of resveratrol were stable
or at least 12 h when stored at room temperature and for 2 months
hen stored at −20 ◦C. Table 3 summarizes the results of all stability

tudies which all well met the criterion for stability measurements.
he method is therefore proved to be applicable for routine analysis.
.3.6. Sample dilution
The effect of diluting samples with MCC-555 concentrations

bove the standard curve range was examined. Plasma samples

able 3
tability of MCC-555 in rat plasma at three QC levels (n = 5).

tability Mean recovery (%)

0.04 (�g/ml) 0.4 (�g/ml) 1.4 (�g/ml)

hort-term stability 96.2 ± 4.1 99.7 ± 3.1 97.4 ± 2.2
ong-term stability 98.9 ± 2.4 100 ± 1.8 98.6 ± 2.5
reeze–thaw stability 98.2 ± 4.8 99.6 ± 3.0 98.4 ± 1.8
ost-preparative stability 99.0 ± 2.8 99.3 ± 1.2 101 ± 1.3
Fig. 5. Mean plasma concentration–time profiles of MCC-555 (A) and mean plasma
concentration–time profiles (semilogarithm) of MCC-555 (B) after three doses to
rats (2.5, 5 and 10 mg/kg). Symbols represented the observed data (mean ± S.D., 5
rats/time point).

with MCC-555 concentrations up to 2 �g/ml were diluted 5-fold
with blank rat plasma and processed along with standards and QC
samples. The precision (R.S.D. %) at each dilution ranged from 3.2
to 10.7 c/o and accuracy (RE %) ranged from −5.6 to 8.2 c/o. Plasma
samples from the pharmacokinetics study of MCC-555 in rats that
had MCC-555 concentrations above the quantification range were
therefore diluted with blank plasma and then prepared and ana-
lyzed as described above.

3.4. Pharmacokinetics of MCC-555

Plasma concentrations of MCC-555 in rats following oral dosing
at 2.5, 5, or 10 mg/kg were shown in Fig. 5, and corresponding mean
pharmacokinetic parameters were listed in Table 4. Compartmental
model analysis indicated that the MCC-555 pharmacokinetic profile
after oral dosing fitted well to a two compartmental model. Based
on the weighted regression analysis of the pooled data, Cmax and
AUC0∼∞ values increased as the dose increased in a linear man-
ner (r2 > 0.99), with both being proportional to the administered
dosages in rats. There were no significant differences between male
and female rats for all pharmacokinetic characteristics studied. Fol-
lowing a single oral administration MCC-555 reached peak plasma
concentration rapidly with a Tmax of 3 h for all three doses. The
Table 4
Pharmacokinetic parameters obtained after three doses administrations of MCC-555
in rats (mean ± S.D., 5 rats/time point).

Parameter a 2.5 mg/kg 5 mg/kg 10 mg/kg

t1/2 (h) 12.6 ± 4.2 13.7 ± 2.1 14.4 ± 3.8
Tmax (h) 3.0 ± 0.00 3.0 ± 0.00 3.0 ± 0.00
Cmax (�g/ml) 2.2 ± 0.7 3.7 ± 0.4 7.3 ± 1.2
AUC0∼72 (�g h/ml) 18.0 ± 3.8 32.8 ± 2.9 66.7 ± 4.1
AUC0∼∞ (�g h/ml) 18.2 ± 2.9 33.5 ± 3.6 67.3 ± 3.7
MRT (h) 8.4 ± 0.7 9.8 ± 0.3 8.2 ± 0.5

a t1/2: half-life of elimination; Tmax: time to maximum concentration; Cmax: maxi-
mum plasma concentration; AUC0–t: area under the concentration–time curve from
zero up to last quantifiable sample; AUC0∼∞: area under the concentration–time
curve from zero up to infinity; MRT: mean residence time.
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ame three doses (i.e. t1/2 = 12.6–14.4 h in rats vs. t1/2 = 12.5–16.4 h
n dogs). However, Mean Residence Time (MRT) for MCC-555 was

uch shorter in rat at three doses (i.e. MRT = 8.2–9.8 h in rats
s. MRT = 15.7–19.1 h in dogs). The observed species difference in
harmacokinetics observed might be attributable to the intrinsic
ifferences in the hepatic conjugation reactions involving the stere-
selective disposition.

. Conclusion

A sensitive, selective and rapid UFLC method for the determi-
ation of MCC-555 in rat plasma is described for the first time. In
his paper, we have demonstrated that the use of the reversed phase
FLC method resulted in improvements over the initial HPLC meth-
ds in terms of run time for MCC-555 than commonly used HPLC.
he narrow peaks gained using the UFLC approach enable the detec-
ion of analytes at very low concentrations and with high resolution,

aking it appear preferable to HPLC. A sample preparation method
mploying liquid–liquid extraction based on 96-well format plates
or the determination of MCC-555 concentrations in rat plasma
as developed and validated over the range of 0.002–2 �g/ml. The
FLC method has been applied to the pharmacokinetic studies of
CC-555 in rats and proved to be reproducible and reliable for the

igh-throughput pharmacokinetic studies.
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a b s t r a c t

A novel electrochemiluminescence (ECL) sandwich-type immunosensor for human immunoglobulin
G (hIgG) on a gold nanoparticle modified electrode was developed by using N-(aminobutyl)-N-
ethylisoluminol (ABEI) labeling. The primary antibody, goat-anti-human IgG was first immobilized on
a gold nanoparticle modified electrode, then the antigen (human IgG) and the ABEI-labeled second anti-
body was conjugated successively to form a sandwich-type immunocomplex. ECL was carried out with
a double-step potential in carbonate buffer solution (CBS) containing 1.5 mM H2O2. The ECL intensity
increased linearly with the concentration of hIgG over the range 5.0–100 ng/mL. The limit of detec-
Keywords:
Electrochemluminescence immunoassay
H
N
G

tion was 1.68 ng/mL (S/N = 3). The relative standard deviation was 3.79% at 60 ng/mL (n = 9). The present
immunosensor is simple and sensitive. It has been successfully applied to the detection of hIgG in human
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serums.

. Introduction

Immunoassay has a wide range of applications in areas of clinical
iagnostics [1,2], pharmaceutical studies [3], and environmen-
al investigations [4]. Electrochemiluminescence immunoassay
ECLIA) has attracted much attention due to wide dynamic range,
igh sensitivity, low background, and simple formats of elec-
rochemiluminescence (ECL) [5–11]. Sandwich-type is commonly
sed mode for ECLIA [9,11–14]. Ru-complex, for example, tris(2,2′-
ipyridyl)ruthenium(II) (TBR), and tripropylamine (TPA) are the
ost widely used ECL label and coreactant, respectively [15–18].

n majority of the sandwich-type methods, polystyrene-type mag-
etic beads have been used as the immobilized support [9,11,12]. For
any applications, for example, chip and disposable-type [19–22]

iosensors are more convenient. Therefore, the electrode has also
een used as the solid support for sandwich-type biosensor. How-
ver, only few papers have been published about the studies [13,14].
ard and coworkers reported a method for the determination C
eactive protein (CPR) on gold electrodes using TBR as ECL label. The
PR over the range 1–24 �g/mL could be detected [14]. Recently,

ang and coworkers utilized gold nanoparticle modified electrode

s the immobilized support for the detection of albumin (BSA) and
uman immunoglobulim G (hIgG) via sandwich-type assay using
-(dimethylamino) butyric acid (DMBA), an analogue of tripropy-

∗ Corresponding author. Tel.: +86 551 3606645; fax: +86 551 3600730.
E-mail address: hcui@ustc.edu.cn (H. Cui).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.11.037
© 2008 Elsevier B.V. All rights reserved.

lamine, as ECL label. BSA and hIgG could be determined over the
range 1–80 and 5–100 �g/mL, respectively. However, the sensitivity
of the methods was limited [13].

N-(aminobutyl)-N-(ethylisoluminol) (ABEI), which is one kind
of luminol derivatives, has been gradually used as an alternative
ECL reagent. A promising property of this ECL reagent is relatively
high ECL efficiency even when it was chemically attached to specific
analytes. Therefore, ABEI as a labeling reagent has been used in
homogenous immunoassay [23,24].

In our previous work, highly sensitive determination of lumi-
nol on a gold nanoparticle self-assembled electrode was achieved
by virtue of the catalysis of gold nanoparticles [25]. However, the
attachment of luminol to protein would lead to a decline in lumi-
nescence activity [26].

Therefore, in this work, ABEI labeling instead of luminol com-
bined with gold nanoparticle amplification was used to develop
a sensitive biosensor for the determination of hIgG. It was found
that strong ECL intensity related to the concentration of hIgG was
obtained under a double-step potential when ABEI-labeled anti-
hIgG was immobilized on a gold nanoparticle modified electrode
via sandwich mode. On this basis, an immunosensor for the detec-
tion of hIgG was proposed.

2. Experimental section
2.1. Chemicals and solutions

A HAuCl4 stock solution (2‰ HAuCl4, w/w) was prepared
by dissolving 1.0 g of HAuCl4·4H2O (Shanghai Reagent, China) in
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12 mL of purified water and stored at 4 ◦C. N-(aminobutyl)-N-
ethylisoluminol) (ABEI), N-hydroxysuccinimide (NHS), 1-ethyl-3-
(3-dimethylaminopropyl) carbodiimide hydrochloride (EDC) and
,3-propanedithiol were purchased from Sigma–Aldrich (USA).
ovine serum albumin (BSA), human immunoglobulim G (hIgG)
nd goat anti-huamn IgG were obtained from Solarbio (Beijing,
hina). A 2.0 mM stock solution of ABEI was prepared by dissolv-

ng 5.6 mg of ABEI in 10 mL of 0.10 mol/L phosphate buffer solution
PBS, pH 7.4) and was kept at 4 ◦C. All other reagents were of ana-
ytical grade. Ultrapure water was prepared by a Millipore Milli-Q
ystem and used throughout.

.2. Preparation of gold nanoparticle modified electrode

Gold nanoparticles with a diameter of 16 nm were prepared by
educing AuCl4− ions with 1% trisodium citrate [25] and stored at
◦C. The bare gold electrode was polished to mirrorlike surface
ith chamois leather, rinsed with ethanol and ultrapure water,

nd then dried with filter paper. The electrode was then cleaned
y cycling between 0 and 1.5 V versus SCE in H2SO4 (0.5 mol/L) at
scan rate of 100 mV/s until reproducible cyclic voltammograms
ere obtained and was characterized by cycling between −0.2 and
.6 V versus SCE in PBS (0.1 mol/L, pH 7.0) containing [Fe(CN)6]3−

nd [Fe(CN)6]4− (both 1 mM) at a scan rate of 100 mV/s until a
ell-shaped cyclic voltammogram with a peak-to-peak of 74 mV
as observed. As-pretreated bare gold electrode was immersed in
2 mM 1,3-propanedithiol–ethanol solution, and was incubated at

oom temperature for 20 h. The thiol self-assembled monolayer on
he surface of the gold electrode was rinsed with ethanol and ultra-
ure water. After that, the thiol functionalized gold electrode was
ipped into the gold colloid solution for 10 h at 4 ◦C. After rinsing
ith ultrapure water, the gold nanoparticle modified electrode was

eady for further experiments.
Electrochemical impedance spectroscopy (EIS) experiment was

sed to monitor the modification procedures [27–31]. EIS was
arried out on a CHI760B electrochemical workstation (Chen-

ua, China), PBS (0.1 mol/, pH 7.0) containing [Fe(CN)6]3− and
Fe(CN)6]4− (both 1 mM) was used as working solution. The EIS
esults were recorded in the frequency range of 0.1 to 10 kHz at
he formal potential of the corresponding redox couple and with

5 mV amplitude of the alternating voltage. Gold nanoparticle

Scheme 1. Schematic illustration of
(2009) 399–404

modified electrode was characterized by EIS (Figure S1 Supplemen-
tary Material). The results indicated that gold nanoparticles can not
only be modified on a 1,3-propanedithiol modified electrode but
also a favorable electron transfer property on the electrode can be
obtained.

2.3. Preparation of ABEI-labeled anti-hIgG

Anti-hIgG labeled with ABEI was prepared as described in refer-
ence [32]. Anti-hIgG could be labeled with ABEI via amide reaction
between -NH2 group in ABEI molecules and -COOH groups in anti-
hIgG. EDC and NHS were used to catalyze the amide reaction. Briefly,
200 �L containing 2 mM ABEI, 10 mg/mL NHS, and 20 mg/mL EDC
was added to 1 mg anti-hIgG solution in 1 mL 0.10 mol/L PBS (pH
7.4) and incubated for 1 h at 37 ◦C. A model of PST-60 HL plus
Thermo Shaker (Biosan, Latvia) was used to control the temperature
of the reactions. The unreacted reagents were removed via dialysis
for 2 days with 0.1 mol/L PBS (pH 7.4), and ABEI labeled anti-hIgG
obtained. ABEI-labeled anti-hIgG was characterized by UV-vis spec-
troscopy (Figure S2 Supplementary Material). From Figure S2, it can
be seen that the characteristic absorption peaks of ABEI-labeled
anti-hIgG actually appeared at 278 nm and 318 nm, which corre-
sponded to characteristic absorption peak of anti-hIgG antibody
and ABEI, respectively. The results suggested that anti-hIgG could
be labeled with ABEI.

2.4. Immobilization of hIgG via sandwich mode on a gold
nanoparticle modified electrode

The gold nanoparticle modified electrode was further immersed
in 0.1 mol/L PBS (pH 7.4) containing 0.1 g/L of the anti-hIgG and
incubated over night at 4 ◦C. The modified electrode was subse-
quently rinsed thoroughly with 0.02 mol/L PBS (pH 7.4) to remove
the weakly absorbed anti-hIgG. 1% (w/w) BSA in 0.01 mol/L PBS
(pH 7.4) was used to saturate the possible bare gold nanoparticles
for 30 min at 37 ◦C and rinsed by 0.02 mol/L PBS (pH 7.4). Then

40 �L aliquots of different concentrations of hIgG in 0.01 mol/L
PBS (pH 7.4) were dropped on with pipette modified electrode at
37 ◦C for 30 min, and rinsed with 0.02 mol/L PBS (pH 7.4) to remove
unbound hIgG. Finally, 20 �L aliquots of the ABEI-labeled anti-hIgG
solution were dropped with pipette on the modified electrode

the proposed ECLIA method.
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t 37 ◦C for 30 min, and rinsed with 0.02 mol/L PBS (pH 7.4) to
emove unbound ABEI-labeled anti-hIgG. The immobilization of
IgG onto the gold nanoparticle modified electrode and formation
f sandwich-type (anti-hIgG)/hIgG/(ABEI-labeled anti-hIgG) are
llustrated in Scheme 1.

.5. ECL Measurements

ECL measurements were performed with a homemade
CL/Electrochemical cell system, including a model CHI760B
lectrochemical workstation (Chenhua, China), an H-type electro-
hemical cell (homemade), a model CR-105 photomultipliter tube
PMT) (Beijing, China) and a model REL-1 luminometer (Xi’an,
hina). A gold nanoparticle modified electrode immobilized by
mmunocomplex was used as the working electrode, a platinum

ire as the counter electrode, and a silver wire as the quasi-
eference electrode (AgQRE). Although the potential of the AgQRE
as found to be essentially stable during an experiment, the mea-

urements of�E = EAg/Ag+ − ESCE in different solution were taken for
otential calibrations. A H2O2 solution containing CBS (0.02 mol/L,
H 9.95) was used as working solution for the detection of hIgG.
uring measurements, a 3.0 mL portion of the working solution and
lank solution without H2O2 were added to the working compart-
ent and the auxiliary compartment of the ECL cell, respectively.
hen a double-step potential (30 s pulse period, 0.25 s pulse time,

.7 V pulse potential and 0 V initial pulse potential) was applied to
he working electrode, an ECL signal was generated and recorded.

. Results and discussion

.1. ECL behavior

The ECL behavior of ABEI tagged on the immunocomplex was

tudied by cyclic voltammetry (CV) and double-step pulse poten-
ial. Figure 1 showed the ECL signals of the bare gold electrode,
,3-propanedithiol modified electrode, gold nanoparticle modified
lectrode, and gold nanoparticle modified electrode immobilized
ith ABEI-labeled anti-hIgG via sandwich-type (100 ng/mL hIgG),

igure 1. (A) ECL signals under cyclic voltammetry, from 0 to 0.7 V, scan rate of 100 mV
ulse time, 0.25 s; pulse potential, 0.7 V. ECL signals were obtained (a) on bare gold electro
lectrode, and (d) on gold nanoparticle modified electrode combined with ABEI-labeled
.02 mM CBS (pH 9.95) solution containing 1.5 mM H2O2.
(2009) 399–404 401

respectively. The results indicated that only the electrode immobi-
lized with ABEI-labeled anti-hIgG could produce ECL signals. The
ECL intensity generated by pulse potential was much stronger than
that generated by cyclic voltammetry. This might be due to that
more ABEIs were oxidized under pulse potential. Moreover, the
ECL intensity generated by pulse potential was relatively stable in
dozens of pulse potential in every experiment, whereas the ECL sig-
nals generated by cyclic voltammetry decreased with the increase
of the cycling number (Figure 1A). This phenomenon was attributed
to that the diffusion layer on the surface of electrode of ECL signals
generated by cyclic voltammetry was difficult to recover in the next
period. Therefore, the ECL signals generated by pulse potential were
adopted in the following experiments.

The immobilization of antibody by gold nanoparticles has been
well commented [13]. It has also been reported that the gold
nanoparticles could catalyze the ABEI ECL [24]. The aim of the
present work is to use the gold nanoparticles for the immobilization
of the primary antibody and the amplification of the ABEI ECL. ‘The
result demonstrated that ABEI tagged on sandwich-type immuno-
complex immobilized by gold nanoparticles exhibited excellent ECL
property.

3.2. Optimization of the conditions for ECL

When a double-step potential was applied to the electrode, a
pulse ECL signal was obtained. The pulse ECL intensity reached a
stable value in second to ten periods in every experiment. The aver-
age intensity of three pulse ECL signal (three to five periods) in the
stable area was used as an analytical signal for the detection of hIgG.
To obtain the maximal ECL intensity, the effects of pH value, H2O2
concentration, pulse period, pulse time, pulse potential, and initial
potential on the ECL intensity were investigated.
3.2.1. Effect of pH
It is well known that the ECL performance of luminol and its

derivatives greatly depends on pH of the solution. The effect of pH in
the range of 6.2–8.6 (PBS, 0.02 mol/L) and 8.6–11.3 (CBS, 0.02 mol/L)
was examined. The maximal ECL intensity was obtained at pH 9.95

/s. (B) ECL signals under pulse potential. Initial potential, 0 V; pulse period, 30 s;
de, (b) on 1,3-propanedithiol modified electrode, (c) on gold nanoparticle modified
anti-hIgG via sandwich-type (100 ng/mL hIgG). All ECL signals were measured in



402 D. Tian et al. / Talanta 78 (2009) 399–404

F
3

(
m

3

i
i
i
a

igure 2. Effect of pH value on the ECL intensity. Initial potential, 0 V; pulse period,
0 s; pulse time, 0.25 s; pulse potential, 0.7 V; H2O2, 1.5 mM.

Figure 2). Therefore, pH 9.95 was used in the following experi-
ents.

.2.2. Effect of H2O2 concentration

The change of ECL intensity with the concentration of H2O2

s shown in Figure 3. From Figure 3, it can be seen that the ECL
ntensity markedly enhanced after the addition of H2O2. The ECL
ntensity increased with the increase of the concentration of H2O2
nd reached a maximum at 1.5 mM. This trend might be caused by of

Figure 4. Effect of (A) pulse period, (B) pulse time, (C) pulse p
Figure 3. Effect of H2O2 concentration on the ECL intensity. Initial potential, 0 V;
pulse period, 30 s; pulse time, 0.25 s; pulse potential, 0.7 V; CBS, 0.02 mM (pH 9.95).

the co-oxidation function of H2O2. When the concentration of H2O2
was higher than 1.5 mM, the ECL intensity decreased. Therefore,
1.5 mM H2O2 was selected in the following experiments.
3.2.3. Effect of electrochemical parameters
The electrochemical parameters play very important roles due

to that the ECL reaction is initiated by an electrochemical reaction

otential, and (D) initial pulse potential on ECL intensity.
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experiments were also conducted (Table 2). It was found that the
recoveries were in the range of 89.6–117.8%. Therefore, the devel-
oped immunosensor is applicable for the determination of hIgG in
real samples, human serums.

Table 1
HIgG content in human serum samples measured by the proposed method and clinic
method.

Sample Clinic method
(mg/mL)

The proposed method
(mean ± SD n = 5) (mg/mL)

Relative deviation
(%)

No. 1 10.53 9.81 ± 0.33 6.8
No. 2 13.79 12.52 ± 0.78 9.9
No. 3 13.14 12.34 ± 0.46 6.1
No. 4 12.35 12.90 ± 0.51 4.5
No. 5 9.28 10.02 ± 0.89 8.0
No. 6 11.65 11.04 ± 0.63 5.2
No. 7 9.87 9.21 ± 0.47 6.7
D. Tian et al. / Tala

t the electrode surface. Pulse wave was used as the work-
aveform in the present work, because pulse wave probably
roduce more photons than the other waveforms in the same time
33].

The effect of the pulse period on the ECL intensity was inves-
igated in the range of 5 – 60 s in CBS (0.02 mol/L) at pH 9.95
Figure 4A). The ECL intensity showed a positive correlation with
he pulse period. This phenomenon was attributed to more effec-
ive diffusion of H2O2 in a longer pulse period. To obtain shorter
nalytical time and higher ECL intensity, a pulse period of 30 s was
dopted in the following experiments.

The effect of the pulse time was examined in the range of 0–1 s
Figure 4B). The ECL intensity increased with the pulse time. How-
ver, when the pulse time was longer than 0.25 s, the ECL intensity
ecreased rapidly at the second period, and could not reach a stable
CL signal in the following period. This was due to that the diffusion
ayer on the surface of electrode became thicker in a relatively long
ulse time, and was difficult to recover in the next pulse. Therefore,
he pulse time of 0.25 s was chosen.

The effect of the pulse potential over the range 0.2–1.0 V (ver-
us SCE) was studied (Figure 4C). Because the electro-oxidation
f ABEI was much faster at higher electrode potential, a positive
orrelation between pulse potential and ECL intensity was also
bserved. However, if a high potential above 0.8 V was used, the
tability and reproducibility of the modified electrode could be
eclined as shown in Figure S3. Wang and coworkers [13] proposed
hat Au-S bond between the 1,3-propanedithiol molecules and the
old electrode might be broken in high potential. Accordingly, the
oor stability and reproducibility at higher potential may be due to
he electro-oxidation of gold nanoparticles on the surface of elec-
rode and the break of Au-S bond between the 1,3-propanedithiol

olecules and the gold electrode. Thus, a pulse potential of 0.7 V
as adopted.

The effect of the initial pulse potential in the range of−0.4 − 0.3 V
as also investigated (Figure 4D). When the initial pulse potential
as 0 V, a maximal ECL intensity was achieved. This is proba-
ly due to the initial pulse potential of 0 V has a better diffusion
ontrolled reaction on the surface of the modified electrode.
herefore, this initial potential was used in the following experi-
ents.
Finally, the optimized conditions for electrochemical parame-

ers were optimized as follows: 30 s pulse period, 0.25 s pulse time,
.7 V pulse potential and 0 V initial pulse potential.

.3. Analytical performance

Under the optimized conditions, it was found that the ECL inten-
ity increased linearly with the concentration of hIgG, indicating
hat it was feasible for the determination of hIgG via direct immo-
ilization on gold nanoparticle modified electrode. The calibration
urve for the determination of hIgG is shown in Figure 5. The regres-
ion equation was I = 37.85 + 9.61 C and the correlation coefficient
as 0.9959, where I was ECL intensity and C was the concentra-

ion of hIgG (ng/mL). The linear range for the detection of hIgG was
–100 ng/mL and the limit of detection was 1.68 ng/mL (S/N = 3).
he relative standard deviation of nine replicate determinations
f 60 ng/mL hIgG was 3.79% (n = 9). The results demonstrated that
he proposed method could be used for the determination of hIgG.

oreover, the sensitivity of the present method has three orders
f magnitude improvement over other sandwich-type methods
ased on the modified electrode as the immobilized support [13,14].

herefore, the proposed method is sensitive compared with other
andwich-type biosensor based on the modified electrode as an
mmobilized support.

Control experiments were conducted to investigate the speci-
city of the ECL immunosensor protocol. When using BSA
Figure 5. Calibration curve of ECL intensity versus concentration of hIgG. Initial
potential, 0 V; pulse period, 30 s; pulse time, 0.25 s; pulse potential, 0.7 V; H2O2,
1.5 mM; CBS, 0.02 mM (pH 9.95).

(100 �g/mL) instead of hIgG for the ECL immunoassay, the ECL
intensity was similar to the blank. It was also demonstrated
that no ECL signal was observed from the system when omit-
ting the antigen, hIgG. These results showed that the attachment
of ABEI-labeled antibody to the surface of the gold nanoparticle
modified electrode was essential to generate the enhanced ECL sig-
nals and the specificity of the present immunoassay protocol was
good.

3.4. Application of the ECL immunosensor in human serum
samples

The feasibility of the immunosensor for the clinical applications
was investigated by analyzing several real samples, freshly obtained
from University of Science and Technology of China Hospital. Before
the test, the samples were diluted appropriately step by step to be
in the linear range of the proposed method. The results of each cor-
responding serum sample obtained from Inspection Department
of The First Affiliated Hospital of AnHui Medical University with
turbidimetry method were used for a comparison. Table 1 showed
that the values obtained by the proposed method were comparable
with that by the clinic method (Relative deviation < 10%). Recovery
No. 8 12.22 13.02 ± 1.01 6.5
No. 9 11.82 11.27 ± 0.87 4.7

The serum sample was diluted appropritely.
Initial potential, 0 V; pulse period, 30 s; pulse time, 0.25 s; pulse potential, 0.7 V;
H2O2, 1.5 mM; CBS, 0.02 mM (pH 9.95).
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Table 2
Recovery of hIgG in human serum samples.

Background content
(ng/mL)

Add concentration
(ng/mL)

Detected concentration
(mean ± SD n = 5)
(ng/mL)

Recovery
ratio (%)

9.81 5 14.29 ± 0.21 89.6
9.81 10 21.20 ± 0.57 113.9
9.81 20 33.37 ± 0.83 117.8
9.81 30 42.63 ± 1.02 109.4
9.81 50 64.91 ± 1.73 110.2

The serum sample was diluted appropritely.
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ion × 100%.
nitial potential, 0 V; pulse period, 30 s; pulse time, 0.25 s; pulse potential, 0.7 V;

2O2, 1.5 mM; CBS, 0.02 mM (pH 9.95).

. Conclusion

A novel ECL immunosensor was developed by using ABEI label-
ng combined with gold nanoparticle amplification. Anti-hIgG can
e effectively immobilized directly on a gold nanoparticle modi-
ed electrode, hIgG and anti-hIgG tagged with ABEI labels can be
ubsequently attached by conjugation. The formation of sandwich-
ype (anti-hIgG)/hIgG/(ABEI-labeled anti-hIgG) immunocomplex
xhibited excellent ECL responses with a double-step potential in
BS containing 1.5 mM H2O2. HIgG in a range of 5.0–100 ng/mL
ould be detected by use of the ECL intensity. The sensitivity of
he immunosensor has three orders of magnitude improvement
ver other sandwich-type methods based on the modified elec-
rode as the immobilized support. Although the sensitivity of the
resent method is lower than that of homogeneous ECL immunoas-
ay for hIgG using ABEI as a label at gold nanoparticles modified
lectrode [23,24], the practical applications of the homogeneous
ethod in clinic diagnoses remain a challenge because the matrix

f practical samples, for example, serum, may interfere with the
etermination of hIgG. It was reported that metal ions and organic
ompounds could enhance or inhibit the ECL intensity of luminol
34,35], leading to a change in ECL intensity. ABEI is a derivative
f luminol. Metal ions and organic compounds in practical sam-
les might influence the ECL intensity of ABEI, interfering with the
etermination of hIgG. Nevertheless, in the present method, the

nterfents in the matrix can be well separated from hIgG by simply
ashing the electrode, and thus the method has been successfully

pplied to the detection of hIgG in real samples, human serums.
his work demonstrated that gold nanoparticles as the immobi-
ized substrates could effectively amplify the ECL of sandwich-type
mmunocomplex labeled with ABEI, which is well suitable for

eveloping a highly sensitive biosensor. In principle, the proposed
echnique should be applicable for the determination of other
iological substances based on the immobilized DNA hybridiza-
ions and formation of antibody-antigen immunocomplex on a gold
anoparticle self-assembled electrode.
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a b s t r a c t

In this study, we synthesized Fe3O4 magnetic nanoparticles coated estrone-imprinted polymer with
controlled size using a semi-covalent imprinting strategy. In this protocol, the estrone–silica monomer
complex (EstSi) was synthesized by the reaction 3-(triethoxysilyl)propyl isocyanate with estrone, where
the template was linked to the silica coating on the iron oxide core via a thermally reversible bond. The
removal of the template by a simple thermal reaction produced specific estrone recognition sites on the
surface of silica shell.The resulting estrone-imprinted polymer coating Fe3O4 magnetic hybrid nanopar-
ticles exhibit a much higher specific recognition and saturation magnetization. The hybrid nanoparticles
Keywords:
Fe3O4 magnetic nanoparticles
Molecularly imprinted polymer
E
B

have been used for biochemical separation of estrone.
© 2008 Elsevier B.V. All rights reserved.
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. Introduction

In more recent years, magnetic nanoparticles (MNPs) have been
tudied for biomedical and biotechnological applications, includ-
ng targeted drug delivery, MRI contrast enhancement, biosensor,
apid environmental and biological separation, and concentration
f trace amounts of specific targets, such as bacteria or leukocytes
nd proteins [1–6]. For many of these applications, surface modifi-
ation of MNPs is a key challenge. In general, surface modification
an be accomplished by physical/chemical adsorption or surface
oating of specific ligands, depending on the specific applications.

hen modified with a specific functional polymer, for example, the
olecularly imprinted polymer (MIP), these magnetic nanoparti-

les coated MIP could used to separate and concentrate chemicals
ore conveniently with the help of an external magnetic field. In

his study, we focused on the development of a new methodology
or preparing MNPs attached functional moieties of specific recog-
ition with tailor-made properties through molecular imprinting
echnique.

The molecular imprinting technique is an attractive method for

he generation of polymer-based molecular recognition elements
ailor-made for a given target or group of target molecules [7,8].
he technique involves polymerization of functional monomers
nd a cross-linker around a template. Extraction of the template

∗ Corresponding author. Tel.: +86 22 23505091 fax: +86 22 23502358.
E-mail address: lxchen@nankai.edu.cn (L. Chen).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.11.024
leaves behind recognition sites of functional and shape comple-
mentarity to the template. MIP has been used in a variety of
applications, such as separation media [9], mimicking antibody
[10], chemical and biochemical sensing [11]. Therefore, by com-
bining MNPs coated artificial receptor tailor-made with specific
recognition and magnetic property can be an ideal candidate for the
multifunctional nanomaterial toward bioseparation. The mechani-
cal/chemical stability, low cost, ease of preparation of molecularly
imprinted materials have attracted extensive research interest.
However, they suffer from some drawbacks in certain applica-
tions, such as the heterogeneous distribution of the binding sites,
low binding capacity and selectivity, poor site accessibility and
slow binding kinetics. The development of molecular imprint-
ing nanotechniques will provide a potential solution to overcome
these problems [12–21]. Nanosized molecular imprinted materials
(MIP nanoparticles [12–15], MIP nanocapsule [16], MIP nanowire
[17–19], MIP nanotube [20,21]) having a small dimension with high
surface-to-volume ratio are expected to improve the removal of
template molecules, the binding capacity and fast binding kinet-
ics over normal imprinting materials. By incorporating magnetic
iron oxide, the superparamagnetic composite MIP beads with an
average diameter of 13 �m were prepared by Ansell and Mosbach
using suspension polymerization in perfluorocarbon liquid in the

first time [22]. The magnetic MIP nanowires for theophylline using
a nanopores alumina template was reported by Li et al. [23]. Tan
recently reported bovine serum albumin surface-imprinted sub-
micrometer particles (500–600 nm) with magnetic susceptibility
through miniemusion polymerization [24].
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In this work, we report the synthesis of the MIP-coated
ybrid nanoparticles by “semi-covalent” imprinting technique [25]
hrough a thermally reversible covalent bond and application for
iochemical separation of estrone. Estrone is one of naturally estro-
enic hormones, can be toxic and carcinogenic even at low levels.
t has been reported that estrone influenced the normal devel-
pment and maturation of female, and was suspected to induce
ancer and has often been identified as the major contributor to
he endocrine disrupting activity observed in environmental water
amples [26,27]. In order to prevent these uncontrolled effects
n human health and deleterious effects on the aquatic environ-
ent, it is of great significance to develop new adsorbents for

he separation of estrone. Therefore estrone was selected as tem-
late molecule in this study. Chang et al. [28] reported the use
f a thermally reversible covalent bond for imprinting estrone on
ilica spheres with diameter of 1.5–3 �m. In this study, based on
n approach modified from Chang, we bring together the Fe3O4
agnetic core coated with molecularly imprinted silica films of

anosize. Compared to traditional MIPs nanoparticles, the molec-
lar imprinted magnetic hybrid display several advantages: (i) the
uperparamagnetic iron oxide core enables the particles replace
he centrifugation step with a magnetic separation, and facilitates
he application of magnetic MIP in immunoassay and magnetically
tabilized-fluidised-bed separation. (ii) The semi-covalent imprint-
ng can be looked upon as a hybrid approach in which the imprinting
s covalent, but the rebinding is noncovalent in nature. (iii) There are
o randomly distributed functional groups and the binding sites are
ore uniform in nature [25]. (iv) The template removal by hydrol-

sis leaves the binding sites in the silica shell during the imprinting
tep, and the template molecules can reach the imprinting sites
asily and quickly during the rebinding step.

. Experimental

.1. Materials

3-(Triethoxysilyl)propyl isocyanate, 3-aminopropyl triethoxysi-

ane, tetraethoxysilane (TEOS), dibutyltin dilanurate (DBDU)

ere purchased from Alfa Aesar Chemical Company. Estrone and
estosterone propionate were obtained from Sigma. FeCl2·4H2O,
eCl3·6H2O, ammonium hydroxide (25%) were purchased
rom Tianjin Chemicals Ltd. THF and DMSO were used after

cheme 1. (A) Multistep synthesis of estrone-imprinted MNPs. Fe3O4 MNPs (1) were pr
ilica shell by a sol–gel process using TEOS to give Fe3O4@SiO2 MNPs (2). The Fe3O4@SiO
urface functionalized with estrone-imprinted polymer (3). After remove the template est
btained. (B) Synthesis of EstSi.
8 (2009) 327–332

purification by standard methods. Other chemicals were used as
received without further purification.

2.2. Preparation of Fe3O4 MNPs

FeCl2·4H2O (1.72 g) and FeCl3·6H2O (4.72 g) was dissolved in
80 mL of deaerated highly purified water contained in a three neck
flask with vigorous stirring (800 rpm) under nitrogen. As the tem-
perature was elevated to 80 ◦C, 10 mL of ammonium hydroxide was
added drop by drop, and the reaction was maintained for 30 min.
The black product was separated by putting the vessel on a Nd–Fe–B
permanent magnet and the supernatant was decanted. The black
precipitate was washed for six times with highly purified water to
remove the unreacted chemicals, then the black product Fe3O4 was
dried in the vacuum.

2.3. Synthesis of the Fe3O4@SiO2 MNPs

300 mg superparamagnetic magnetite nanaoparticles were dis-
solved in 50 mL 2-propyl alcohol and 4 mL of highly purified water
by sonication for 15 min, followed by the addition of 5 mL ammo-
nium hydroxide and 2 mL TEOS sequentially. The mixture was
reacted for 12 h at the room temperature under a continuous stir-
ring. The resultant product was collected by an external magnetic
field, and rinsed with highly purified water for six times thoroughly,
and dry to powder in the vacuum.

2.4. Preparation of estrone-imprinted MNPs and a control
silica-coated MNPs

EstSi (Scheme 1B) was synthesized according to the Chang et
al.’s method [28]. The Fe3O4@SiO2 MNPs (1 g) was dissolved into
acetate buffer (0.1 mol L−1, pH 5.2), then EstSi (0.12 g) was added.
The mixture was reacted for 12 h at room temperature with a
mechanic stirring. The product was separated by the magnetic field
and washed with acetone, then dried to powder. This imprinting
MNPs (0.3 g) were added to a solution of DMSO (10 mL) and water
(2 mL). The mixture was stirred for 3 h at 180 ◦C. Finally, estrone-

imprinted MNPs with specific sites was separated by magnetic field
and dried in vacuum oven at 25 ◦C for a week.

Control silica-coated MNPs were synthesized in the almost same
manner for the preparation of estrone-imprinted MNPs except for
3-aminopropyl triethoxysilane was used in place of EstSi.

epared by coprecipitation method and the MNPs surface was then transformed to
2 MNPs reacted with a template–silica monomer complex (EstSi) to produce silica
rone by simple thermal reaction, estrone-imprinted polymer coated MNPs (4) were



anta 78 (2009) 327–332 329

2

M
(
2
w
a
o
b

L
u
T
T
a

2

m
e
p
c

A
i

X. Wang et al. / Tal

.5. Binding experiment

Estrone-imprinted MNPs (20 mg) and control silica-coated
NPs (20 mg) were added to the solutions of estrone in chloroform

10 mL) at various concentrations respectively. After incubating for
4 h, the estrone-imprinted MNPs and control silica-coated MNPs
ere isolated by an external magnetic field, and rinsed with THF

nd chloroform. The filtrate was concentrated to dryness by evap-
ration of the solvent before HPLC analysis. The amount of estrone
ound to the MNPs was determined by HPLC.

Reverse phase HPLC analysis was performed on a Shimadzu
C-20A system (Shimadzu, Kyoto, Japan) equipped with a ODS col-
mn and a UV–vis detector (set at 254 nm for all the compounds).
he data were collected and analyzed using LCsolution software.
he eluent is methanol at the flow rate of 1.0 mL min−1. For each
nalysis 20 �L of sample was injected.

.6. Characterization

A Tecnai G2 20 S-TWIN microscope was used to obtain trans-
ission electron microscope (TEM) images of Fe3O4 MNP and

strone-imprinted MNPs. For TEM analyses, samples were pre-

ared by placing one or two drops of nanoparticle solution onto the
arbon-coated copper grid and drying it in air at room temperature.

Fourier transform infrared (FT-IR) spectra were recorded on a
VATAR 360 (Nicolet Corp., USA) and samples were dried at 80 ◦C

n vacuo oven for at least 12 h prior to fabrication of the KBr pellet.

Fig. 2. TEM images of Fe3O4 MNPs (a) and estrone-imprinted MNPs (b
Fig. 1. XRD patterns of Fe3O4 (a), Fe3O4@SiO2 (b) and estrone-imprinted polymer
coated MNPs (c).

In this context, 2 mg of each sample was thoroughly mixed and
crushed with 100 mg of KBr, and the mixture was used for pellet

fabrication. Fifty scans of the region between 400 and 4000 cm−1

were collected for each FT-IR spectrum recorded.
1H NMR spectra of EstSi was investigated by Varian Mercury

Vx-300.

), and SAED of Fe3O4 MNPs (c) and estrone-imprinted MNPs (d).
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The identification of crystalline phase of the synthesized
anoparticles was performed by a Rigaku D/max/2500v/pc (Japan)
-ray diffractometer with Cu K� source. The 2� angles probed were

rom 10◦ to 80◦ at a rate 4◦/min.
The magnetic properties were analyzed with a vibrating sample

agnetometer (VSM) (LDJ 9600-1, USA).

. Results and discussion

.1. Preparation of imprinted magnetic nanoparticles

The synthesis of the MIP-coated MNPs via a multistep procedure
s illustrated in Scheme 1A, which involves synthesis of Fe3O4 MNPs,
ilica-shell deposition, MIP-functionalized onto the silica surface,
nd final extraction of estrone and generation of the recognition
ite. Fe3O4 MNPs were synthesized by modifying the procedure as
eported by Kang et al. [29]. The MNPs surface was then transformed
o silica shell by a sol–gel process [30,31] using tetraethoxysilane
TEOS) to give Fe3O4@SiO2. Superparamagnetic nanoparticles hav-
ng a silica shell provides good biocompatible, non-toxic coating
s well as a hydrophilic surface. Furthermore, the silanol group on
he silica coated can be easily modified to link bioconjugators by
he sol–gel method with interesting biofunctionalities [32–34]. In
his study, we used a thermally reversible bond for the preparation
f template–silica monomer complex, which allowed us to remove
he template by simple thermal reaction and simultaneously intro-
uce functional groups into the cavity on the surface of MNPs. The

ilica coating MNPs Fe3O4@SiO2 reacted with EstSi to produce silica
urface functionalized with MIPs.

EstSi (Scheme 1B) was synthesized by the 3-(triethoxysilyl)
ropyl isocyanate with estrone in the presence of dibutyltion dilau-
ate according to the Chang et al.’s method [28]. The reaction

ig. 4. (A) Magnetization curve at 298 K with (a) Fe3O4@SiO2 and (b) estrone-imprinted
strone-imprinted MNPs after removing the magnet.
Fig. 3. FT-IR spectra of EstSi (a), Fe3O4@SiO2 (b), molecularly imprinted MNPs (c)
before and (d) after extraction of estrone.

occurred between the isocyanate group of 3-(triethoxysilyl)propyl
isocyanate and a phenol moiety of estrone, forming a thermally
cleavable urethane bond.

The thermal cleavage of the urethane bond was investigated by
1H NMR. EstSi was dissolved in DMSO-d6 and its 1H NMR spectra
at room temperature was investigated by Varian Mercury Vx-300.
The aromatic ring proton peak appeared at 7.270, 6.835, 6.777 ppm,

and the NH peak appeared at 7.675 showed the urethane is formed.
The thermally cleavable urethane bond is stable at room tempera-
ture and undergoes reversible cleavage at elevated temperature and
then the MIP coating was prepared by a sol–gel reaction of the EstSi.

MNPs. (B) Separation of estrone-imprinted MNPs by a magnet. (C) Redispersion of
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o extract the imprinted estrone molecules from the core–shell
NPs, the estrone-imprinted nanoparticles were heated at 180 ◦C

n a mixture of DMSO and water, and the dissociated isocyanato
roup in silica shell was converted to an amino group by its reaction
ith H2O. The control MNPs were prepared with 3-aminopropyl

riethoxysilane and TEOS in the absence of a template molecule.

.2. Characterization of imprinted magnetic nanoparticles

The structural properties of synthesized MNPs were analysized
y X-ray power diffraction (XRD). As shown in Fig. 1, XRD pat-
erns of the synthesized Fe3O4, Fe3O4@SiO2 and estrone-imprinted
olymer coated MNPs display several relatively strong reflection
eaks in the 2� region of 20–70◦, which is quite similar to those of
e3O4 nanoparticles reported by other group. The discernible six
iffraction peaks in Fig. 1 can be indexed to (2 2 0), (3 1 1), (4 0 0),
4 2 2), (5 1 1) and (4 4 0), which match well with the database of

agnetite in JCPDS (JCPDS Card: 19-629) file. Howerver, it is insuf-
cient to exclude the possibility of �-Fe2O3, there are probably two
ypes of iron oxide particles in this dispersion: maghemite and mag-
etite [35]. The trace amounts of maghemite could be attributed to
he oxidation of Fe3O4 to �-Fe2O3 during the coprecipitation and
ilanization process [36–38]. Because they have similar magnetic
roperties, the identification is not important in the present study.

Transmission electron microscopy (TEM) revealed that the
iameter of Fe3O4 MNPs was in the range of 6–16 nm (Fig. 2a),
hile the average diameter of estrone-imprinted MNPs increased

o about 150 nm (Fig. 2b) with a relatively narrow size distribution.
he selected area electron diffraction (SAED) patterns are taken
rom Fe3O4 MNPs and estrone-imprinted MNPs. It can be seen from
AED, the presence of the ring pattern indicated that Fe3O4 MNPs
re polycrystalline (Fig. 2c), but estrone-imprinted polymer coated
NPs are non-crystalline (Fig. 2d).
The extraction of the estrone and the presence of the molecule

mprinted sites were confirmed by FT-IR spectroscopy measure-
ents taken before and after removal of imprinted estrone (Fig. 3).

he strong peaks at 1078 cm−1 (Fig. 3a), 1099 cm−1 (Fig. 3b),
095 cm−1 (Fig. 3c) and 1097 cm−1 (Fig. 3d) are attributed to the
tretch of Si–O–Si, indicating the formation of silica film. The peak
as shifted from 1078 cm−1 to 1097 cm−1. The typical peak of

741 and 1737 cm−1 represent the stretching vibration of carbonyl
roups of the urethane bond and estrone respectively. These peaks
isappeared after the extraction of the template molecules. The
haracteristic peak of –NH2 at 3428 cm−1 verified the successful
ntroduction of the functional groups in the imprinted cavities.

Fig. 4A shows the plots of magnetization versus magnetic field
M-H loop) at 25 ◦C for the Fe3O4@SiO2 and estrone-imprinted

NPs respectively. It is apparent that there is no hysteresis,
oth remanence and coercivity are zero, suggesting that the
amples are superparamagnetic. The saturation magnetization
Ms) values obtained at room temperature were 61.68 emu g−1

nd 44.63 emu g−1 for Fe3O4@SiO2 and estrone-imprinted MNPs
espectively. The theoretical specific saturation magnetization of
ulk magnetite is reported to be 92 emu g−1 [39,40]. The decrease in
agnetization value can be attributed to the small particle surface

ffect such as magnetically inactive layer containing spins that are
ot collinear with the magnetic field [41]. The saturation magneti-
ation of estrone-imprinted MNPs was reduced to 44.63 emu g−1 in
omparison with the bulk Fe3O4, but remained strongly magnetic
t room temperature and allowed for as effective magnetic separa-
ion carrier. Fig. 4B and C shows the separation and redispersion

rocess of estrone-imprinted MNPs. In the absence of an exter-
al magnetic field, a dark homogeneous dispersion exists. When
n external magnetic field was applied, the black particles were
ttracted to the wall of vial and the dispersion became clear and
ransparent. The superparamagnetism of estrone-imprinted MNPs
Fig. 5. (A) Amount of estrone bound by the estrone-imprinted MNPs (�) and control
MNPs (�). (B) Amount of rebinding estrone and testosterone, filled bars repre-
sent estrone-imprinted MNPs, while empty bars correspond to control silica-coated
MNPs. (C) The structures of estrone and testosterone propionate.

prevents MIP from aggregating and enables them to redispersed
rapidly after the magnetic field is removed (Fig. 4C).

3.3. Binding properties of imprinted magnetic nanoparticles

The recognition ability of the imprinted magnetic nanoparticles
toward the template estrone was investigated. The estrone-
imprinted MNPs (20 mg) was added into the solutions of estrone
in chloroform (10 mL) at various concentrations. After incubating

for 24 h, then the MNPs was collected by an external magnetic field
instead of a complex centrifugal separation, the supernatant was
concentrated to dryness by evaporation of the solvent. The amount
of the estrone adsorbed by estrone-imprinted MNPs was measured
the residual estrone in the filtrate by HLPC, while the amount of
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ound molecule of the control silica-coated MNPs was determined
y the same manner. As shown in Fig. 5A, the estrone-imprinted
NPs had much higher recognition ability than the control MNPs

t all concentration ranges.
The saturation binding data were further processed with

catchard equation to estimate the binding properties of imprinted
agnetic nanoparticles. The Scatchard equation was as follows:

Q

Ce
= Qmax

Kd
− Q

Kd

here Q was the amount of estrone bound to estrone-imprinted
NPs at equilibrium, Qmax was the apparent maximum number of

inding sites, Ce was the free analytical concentration at equilib-
ium and Kd was the dissociation constant. The values of Kd and the
max can be calculated from the slope and intercept of the linear

ine plotted in Q/Ce versus Q.
The Scatchard analysis for MIPs was performed. It was observed

hat the Scatchard plot was a single straight line, which indicated
he binding sites of imprinted magnetic nanoparticles were identi-
al. The “semi-covalent” imprinting technique [25] combines the
dvantages of both covalent and non-covalent imprinting tech-
iques, which takes covalent imprinting technique to assemble
ites that bind the target molecules in a non-covalent fash-
on.

The linear regression equation for the linear region is
/Ce = 40.54 − 0.2210Q (R2 = 0.9984). From the slope and the inter-
ept of the straight line obtained, the values of Kd and Qmax were
.525 mmol/L and 183.4 �mol/g respectively.

We also investigated the specific recognition ability of estrone-
mprinted MNPs for testosterone propionate which is structural
nalogue of estrone, under the same conditions. From the amounts
f rebinding estrone and testosterone, estrone-imprinted polymer
oated MNPs exhibited high selectivity for imprinting molecule
strone compared to the structural analogue testosterone propi-
nate. The controlled MNPs showed low binding values for both
strone and testosterone (Fig. 5B). The adsorption of testosterone
s due to unspecfic adsorption. The results confirmed clearly the
ffectiveness of the molecular imprinting because the estrone-
mprinted MNPs showed efficiently specific recognition ability
o the template estrone in comparsion with structural analogue
estosterone propionate.

. Conclusions

In conclusion, we explored synthesis of estrone-imprinted poly-
er coated Fe3O4 magnetic nanoparticles that exhibit a much

igher specific recognition and saturation magnetization. This work
rovides a platform to prepare molecularly imprinted polymer
odified magnetic nanoparticles with high affinity, selectivity
nd capacity to nearly any target molecules. We believe that the
mprinted polymer coating magnetic nanoparticles can be one of
he most promising candidates for various applications, including
hemical and biochemical separation, cell sorting, recognition ele-
ents in biosensors and drug delivery.
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Silica gel-immobilized, di-ionizable calix[4]arenes are employed as stationary phases in ion-exchange
chromatography for selected heavy metal ions. Sorption efficiencies for Pb2+ are dependent on the struc-
ture of the calix[4]arene ligand and the linker that joins the ligand to the silica gel, as well as the acidity of
the sample solution. Although the resins exhibit only poor sorption of Cd2+, they are found to be scavengers
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on-exchange
orption

for Hg2+. Competitive sorption studies are conducted with selected resins.
© 2008 Elsevier B.V. All rights reserved.
. Introduction

Heavy metals, such as lead, cadmium and mercury, are harmful
o living organisms. Their accumulation in humans causes kid-
ey failure, nervous system damage and bone softening, as well
s other serious illness [1]. These metals can be released into the
nvironment through several ways, of which wastewater discharge
s a primary source. For example, the first cadmium poisoning in
apan was caused by release of the metal salts into rivers by mining
ompanies [2]. Heavy metal ion removal from aqueous solutions
as been achieved by chemical precipitation, oxidation/reduction,
icrobiological activity and ion exchange [3–5]. An advantage of

on exchange over other conventional methods is that the target
etals can be selectively removed with subsequent regeneration

f the operating system. Synthetic polymers have been success-
ully applied as ion-exchange resins for heavy metal removal
6–11].

Calixarenes, a class of cone-shaped macrocyclic molecules, have
ttracted attention as stationary phases in gas and liquid chro-

atography since 1993 [12]. They have been successfully applied

o the separation of cations and molecules in liquid chromatogra-
hy. For example, calix[4]arene-tetraacetamide covalently linked
o silica gel was used for the separation of alkali and alkali earth

∗ Corresponding author.
E-mail address: richard.bartsch@ttu.edu (R.A. Bartsch).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.11.038
metal cations [13]. p-tert-Butylcalix[n]arenes with n = 4 and 6 were
immobilized on silica gel through long spacers. The immobilized
calix[4]arenes were used to separate polycyclic aromatic hydrocar-
bons (PAHs), nucleosides and bases [14,15]. Calix[n]arenesulfonates
with n = 4, 6 and 8 non-covalently coated on an ion-exchange resin
were employed for the separation of fullerenes [16]. However, the
information on heavy metal cation separations using calixarenes as
a chromatographic stationary phase is very limited [17–20]. Partic-
ularly, the effect of the structural changes of those calixarenes on
their binding properties was rarely studied.

In previous research, we found that macrocyclic ligands of
calix[4]arene with two pendant N-(X)sulfonyl carboxamide groups
exhibited excellent solvent extraction selectivity for Hg2+ and good
selectivity for Pb2+ over most alkali, alkaline earth and transition
metal cations [21,22]. To employ such calixarenes in the column
separation of metal cations, ligand immobilization on a polymeric
support is required. Very recently, we developed synthetic strate-
gies for immobilization of conformationally mobile di-ionizable
calix[4]arenes on silica gel through single linkages of different
lengths [23]. Structures of the functionalized resins are shown
in Fig. 1. The immobilized ligands contain proton-ionizable N-
(X)sulfonyl oxyacetamide groups [OCH2C(O)NHSO2X] for which the

acidity may be varied by changing the electron-withdrawing abili-
ties of X. In this report, the factors that may affect the heavy metal
ion binding were investigated, which include structural changes in
these calixarenes, acidity of the sample solutions and identity of
the heavy metal ion species.
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2.4. Procedure

The column containing 1.00 g of resin was washed with 25 mL
of 0.010 M HNO3 and then with 100 mL of deionized water at a flow
Fig. 1. Structures of silica gel-imm

. Experimental

.1. Reagents and instrumentation

All chemicals were analytical grade commercial products and
ere used as received. Silica gel 150 (60–200 mesh) SiliCAR® was
urchased from Mallinckrodt. Deionized water was prepared by
assing distilled water through three Barnstead D8922 combina-
ion cartridges in series.

A Shimadzu Model 6300 atomic absorption spectrophotometer
ith a Model 6100 autosampler was used to determine the concen-

rations of metal ions in aqueous solutions. The pH of the sample
olutions was measured with a Fisher Accumet AR 25 meter and a
ombination electrode. To prevent metal contamination, all glass-
are was soaked in 5% HNO3 for 24 h and rinsed with deionized
ater before use.

.2. Apparatus

A related column assembly was reported earlier [24] and minor
odifications were made for this research (Fig. 2.). A six-position

witch transported eluent from three plastic reservoirs to a Milton
oy minipump (P/N 920148-03). Changing the pump settings varied
he flow rate of the eluent. A Cole-Parmer pressure gauge (0–200 psi
ange) was employed and protected from acid solution by a gauge
uard made of PVC/Teflon. The resin was dry packed into a 20-cm
ionex Tefzel column (0.42 cm i.d.) and supported by a 35-�m fil-

er. A Dionex air-actuated, four-way valve (P/N 35914) was used to
ransport the eluent either to the column or to waste. Activation of
he valve was controlled by introducing 80 psi of nitrogen through a
hree-way switch. A plastic syringe was attached to the valve to sup-
ly air pressure to the column. The stripping solution was collected
ith a Bio-Rad Model 25 fraction collector. Teflon tubing (1/8 in.)
as used to connect the reservoirs, the six-position switch and the
ump; while the remainder of the assembly was connected with
efzel tubing (1/16 in.) that could stand higher pressure.

.3. Sample solution preparation

For non-competitive ion-exchange experiments, metal nitrate
olutions were prepared such that the molar ratio of the metal
on species to calixarene units on the resin packing was 1:1. The

etal nitrate was dissolved in deionized water to make 0.50 L of

ample solution. The Pb(NO3)2 sample solutions had a pH of 5.3.
ach metal ion sorption experiment was performed three times. To
xamine the pH effect on Pb2+ sorption, 0.10 M HNO3 was added
o the Pb(NO3)2 sample solution to obtain varied pH values of 4.5,
.0, 3.2 and 2.1. The Cd(NO3)2 and NaNO3 solutions had pH values
d, di-ionizable calix[4]arenes 1–9.

of 5.2–5.5 and 5.8, respectively. These sorption experiments were
conducted only once.

For Pb2+/Cd2+ competitive sorption experiments, the sam-
ple solution was prepared such that the molar ratio of
Cd2+:Pb2+:calixarene units on the resin packing was 1:1:1.
In Pb2+/Na+ competitive sorption studies, the molar ratio of
Na+:Pb2+:calixarene units was changed from 1:1:1 to 15:1:1 and
then to 150:1:1. These sorption experiments were performed once.
Fig. 2. Column assembly: (1) acid solution; (2) sample solution; (3) deionized water;
(4) six-position switch; (5) pump; (6) pressure gauge with gauge guard; (7) four-way
valve; (8) column; (9) fraction collector; (10) syringe; (11) three-way switch; (12)
waste container.
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Table 1
Sorption of Pb2+ by unfunctionalized silica gel (SG) and by resins 1–9.

Resin Ion-exchange capacity (�mol calixarene/g resin) Pb2+ applied (�mol/g resin) Pb2+ recovered (�mol/g resin) Pb2+ sorption (%)

SG – 77.4 1.8 ± 1.2 2.3 ± 1.6
1 78 77.4 15.4 ± 1.4 19.9 ± 1.8
2 118 116.3 24.2 ± 1.5 20.8 ± 1.3
3 54 52.7 13.1 ± 0.7 24.9 ± 1.3
4 61 59.8 7.8 ± 0.1 13.0 ± 0.1
5 132 130.3 22.0 ± 2.4 16.9 ± 1.8
6 96 95.1 12.5 ± 0.9 13.1 ± 0.9
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189 186.6
128 126.8
221 218.6

ate of 3.0 mL/min. This pre-wash was performed to insure proto-
ation of all binding sites on the ligands. Subsequently, the sample
olution was prepared, from which a 2.0-mL portion was removed
or metal ion analysis and a 5.0-mL portion for pH determination.
he remainder of the solution was pumped through the column. A
.0-mL portion of the loading effluent was collected for metal ion
nalysis. The column was then washed with 100 mL of deionized
ater to remove any unbound cations from the packing. Before elu-

ion was initiated, water remaining in the tubing was purged with
.010 M HNO3 through the waste line. The residual water in the col-
mn was removed by air pressurized with the plastic syringe. The
orbed cations were then stripped with 0.010 M HNO3 at a flow rate
f 0.3 mL/min. The stripping solution was collected in 0.25-mL frac-
ions. Metal ion concentrations in the fractions, sample solution and
oading effluent were analyzed by atomic absorption spectropho-
ometry after appropriate dilutions with deionized water.

. Results and discussion

To investigate the affinities of the functionalized resins for
elected heavy metal ions, the sorption experiments were first car-
ied out in a non-competitive environment. Alkali metal cations,
uch as Na+ and K+, are mostly encountered in our lives and they
re the most possible interferences in heavy metal ion sorption dur-
ng waste treatment processes. Therefore Na+ sorption experiments

ere also performed with selected resins. To provide better infor-
ation for potential practical metal ion separations, competitive

on exchange studies were also conducted with selected resins.
In the synthetic work, it was found that the nine calix[4]arene

igands exhibited different loading efficiencies on silica gel. Thus,
he resins listed in Table 1 display a range of theoretical ion-
xchange capacities from 54 to 221 �mol calixarene/g of resin. This
on-exchange capacity was calculated from the nitrogen percentage
alues obtained by combustion analyses of the resins.

.1. Sorption of Pb2+
Sorptions of Pb2+ from source aqueous solutions at pH 5.3 were
onducted with resins 1–9. To evaluate the sorption efficiencies of
he calix[4]arene ligands in each resin, the percent of Pb2+ sorption
as calculated by the following equation and the resultant values

Fig. 3. Ion-exchange mechanism for complexat
25.0 ± 0.8 13.4 ± 0.4
26.0 ± 1.0 20.5 ± 0.8
23.7 ± 1.2 10.8 ± 0.5

are presented in Table 1.

sorption % = number of moles of Pb2+ recovered in all fractions

number of moles of Pb2+ applied to the column
(1)

The amounts of Pb2+ recovered in the eluent fractions are listed
in Table 1. The percent sorption data are averages from three inde-
pendent experiments. For a single column, the amount of Pb2+

recovered in all fractions satisfactorily matched the difference
between the original sample and the loading effluent (experimen-
tal data not shown here). Thus 0.010 M HNO3 was able to strip all of
the bound Pb2+ from the column and the amount of Pb2+ recovered
represents the amount that was sorbed by the resin.

As a conventional HPLC stationary phase, unfunctionalized silica
gel can undergo cation exchange at as low as pH 2.0 in solution [25].
Divalent cations may have very high retention on silica gel [25]. To
demonstrate that silica gel itself does not contribute appreciably to
the binding of Pb2+ in this research, sorption of Pb2+ was also con-
ducted with an unfunctionalized silica gel column (SG) using the
same experimental conditions as those for resin 1. The sorption val-
ues for SG and resin 1 are compared in Table 1. The amount of Pb2+

sorbed by SG was about one-eighth of that for resin 1. Therefore Pb2+

retention was demonstrated to be due primarily to complexation
with the calixarene ligands in the functionalized resin.

Resins 2, 5 and 7–9 gave sorption values in the range of
22.0–26.0 �mol/g resin, while the remainder of the polymers dis-
played sorption values of 7.8–15.4 �mol/g resin. The five polymers
with higher theoretical ion-exchange capacities than the others
sorbed larger amounts of Pb2+ when amounts of Pb2+ equivalent
to their calixarene units were loaded onto the columns.

When the Pb2+ sorption percentage values are compared, resin
3 with the lowest theoretical ion-exchange capacity exhibited the
best sorption efficiency of 24.9%; while resin 9 with the highest
theoretical ion-exchange capacity displayed the lowest sorption
efficiency of 10.8%. Although resin 1 differs greatly from resins
2 and 8 in theoretical ion-exchange capacities, the three resins
exhibit approximately the same sorption efficiency of 20% within

experimental error. This shows that the calixarene ligands in the
polymeric matrix possess different complexation abilities for Pb2+.

The effect of calix[4]arene structural variations on their Pb2+

sorption capability was examined. The calix[4]arene units con-
tain only one linker on the upper rim to provide flexibility after

ion of Pb2+ by di-ionizable calix[4]arenes.
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Fig. 4. Sample pH effects on Pb2+ sorption as a

ttachment to silica gel. The percent of Pb2+ sorption values show
hat among the resins with the same X group, resins 1–3 with the
hortest spacer length (n = 3) generally exhibited better sorption
fficiencies than resins 4–9 with longer spacer lengths (n = 6 or 10).
pparently, having the calixarene ligands closer to the hydrophilic
urface of the silica gel facilitates Pb2+ sorption.

Variation of the X group also influenced the complexation
ehavior of the silica gel-bound calix[4]arenes. Among the resins
ith three-carbon spacers, resin 3 with X = 4-nitrophenyl gave

he best Pb2+ sorption efficiency. On the other hand, among the
esins with longer spacers (n = 6 or 10), the best sorption efficiency
as observed from resins 5 and 8 with X = phenyl. Therefore, an

lectron-withdrawing substituent located close to the ionizable
ites in the calix[4]arene ligand can help the binding of Pb2+. The
on-exchange mechanism for the result is shown in Fig. 3. Two acidic
rotons on the ionizable sites in one ligand molecule exchange
ith one divalent Pb2+ to maintain the charge balance. Since it is

n equilibrium interaction, the stronger the electron-withdrawing
ubstituents attached to the ionizable sites, the more acidic are
he protons and they are more easily exchanged with an incom-
ng cation. It was anticipated that the electron-withdrawing ability
rder would be 4-nitrophenyl > phenyl ≈ methyl. However, ligands
earing X = 4-nitrophenyl are found to be less acidic than expected,
ecause of the inter- or intra-molecular NH···ONC hydrogen bond-

ng, or conformational peculiarities of the compound that hinder
etal ion complexation [22].
Overall the percent Pb2+ sorption values for these functional-

zed resins are in the range of 10.8–24.9%. To improve the sorption
fficiency, increasing the sample concentration was attempted. In a
un with a molar ratio of Pb2+ to calixarene units is 4:1, the percent
b2+ sorption was found to be 3.7% for resin 1, which means that the
mount of Pb2+ bound on the resin remained the same. Incomplete
eprotonation of the two ionizable sulfonyl oxyacetamide groups at
H 5.3 probably limits the binding capabilities of the ligands. Hence
he ion exchange process might be improved further by anchoring
alixarene ligands with more acidic ionizable groups on silica gel.

.2. Effect of sample solution pH on Pb2+ sorption by resins 1–3, 6
nd 9

Pb2+ sample solutions were prepared with pH values of 2.1, 3.2,
.0 and 4.6 to augment the pH 5.3 solutions utilized earlier. The
b2+ sorption percentages for resins 1–3, 6 and 9 are shown in Fig. 4.
s can be seen, uptake of Pb2+ by all of these ion-exchange resins

ecreased markedly as the sample solution pH decreased. When
he concentration of [H+] in solution becomes higher in the ion-
xchange equilibrium system (Fig. 3), the reaction tends to shift
ack to the reactants side, which reduces the formation of the com-
lexes. As a result, the sorption of Pb2+ drops.
on of (a) the X group and (b) the spacer length.

For pH 2.1, Pb2+ uptake by the resins decreased to zero, which
is even lower than the Pb2+ sorption by unfunctionalized silica gel
at pH 5.3. This is reasonable because the ion-exchange capacity of
silica gel also falls off sharply as the pH approaches high acidity
[25].

The pH effects as a function of the X group and as a function
of spacer length are revealed in Fig. 4a and b, respectively. Resins
1–3 contain the same three-carbon spacer, but different X groups.
As shown in Fig. 4a, resin 3 with X = 4-nitrophenyl exhibits a more
pronounced pH effect on its percent Pb2+ sorption than the other
two resins. Its pH profile is steeper, especially in the pH range of
4.0–5.3. Resins 1 with X = methyl and 2 with X = phenyl show similar
trends in their pH profiles. In Fig. 4b, the resins 3, 6 and 9 have the
same 4-nitrophenyl X group, but different spacer lengths. Resin 3
with the shortest spacer exhibits a larger pH effect on the percent
Pb2+ sorption than resin 6 with the intermediate spacer (n = 6) and
9 with the longest spacer (n = 10). Although resins 6 and 9 do not
display large differences in their pH profiles, the curves for resin 6
decrease more rapidly than that for 9.

The Pb2+ sorbed on a resin undergoes a concentration process
during the loading step. The enrichment effect is dependent on
the sorption efficiencies of the resins and the experimental con-
ditions. Such a technique can be utilized for lowering analytical
detection limits, trace metal recoveries and multiple cation separa-
tions [26–29]. The column concentration capabilities for metal ions
can be evaluated in terms of the concentration factor (CF):

CF = concentration of Pb2+ in the stripping solution

initial concentration of Pb2+ in the sample solution
(2)

By plotting the CF values against the elution volume (stripping solu-
tion volume), the Pb2+ elution profiles for resins 1–3, 6 and 9 at
various sample pHs were obtained (Fig. 5). A trend is observed for
all of the profiles. At the beginning of the elution, the CF values
for the first two or three fractions are quite small since most of
the sorbed Pb2+ ions are still tightly bound by the ligands. As the
elution process proceeds, more and more of the Pb2+ on the bind-
ing sites is replaced by H+ from the stripping solution. As a result,
the CF values for these fractions increase dramatically until a maxi-
mum value is reached. Subsequently, the CF values drop rapidly and
become negligible when enough fractions have been collected.

Generally a resin with a higher Pb2+ sorption efficiency exhibits a
larger maximum CF value during the elution step. For example, the
highest maximum CF value in Fig. 5 is 70 for resin 3 which has the

highest Pb2+ sorption efficiency. The sample solution pH also has a
strong influence on the elution profile of the resins. The more acidic
is the sample solution loaded on a single column, the less Pb2+ is
enriched on the packing and generally a smaller maximum CF value
is observed. For instance, resin 1 has a maximum CF value of 55 at
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Fig. 5. Pb2+ elution profiles for function

H 5.3. The CF value drops to 45, 35, 10 and 0.3 at pH values of 4.6,
.0, 3.2 and 2.1, respectively (Fig. 4a). It was found that the Pb2+

esorption process is quite rapid. For elution with 0.010 M HNO3,
ost of the bound Pb2+ ions on the resins were eluted in the first

.0 mL of stripping solution at sample pH 5.3.
.3. Sorption of Cd2+ by resins 1–3

In view of their relatively high sorption efficiencies for Pb2+,
he sorption properties of resins 1–3 towards Cd2+ were studied

able 2
orption of Cd2+ by unfunctionalized silica gel (SG) and by resins 1–3.

esin Cd2+ applied
(�mol/g resin)

Cd2+ recovered
(�mol/g resin)

Cd2+ sorption (%)

G 77.5 1.9 2.4
77.6 4.3 5.5

116.1 6.2 5.3
52.8 6.0 11.4
resins (a) 1, (b) 2, (c) 3, (d) 6 and (e) 9.

(Table 2). It is observed that the calix[4]arene ligands in these resins
are poorer hosts for this heavy metal ion. Although resin 3 with
X = 4-nitrophenyl exhibits a stronger affinity for Cd2+ than did the
other two polymers, the percent Cd2+ sorption is still much lower
than that of Pb2+. This result is in agreement with earlier research
conducted with other polymeric ion-exchange resins [11,30,31].
3.4. Pb2+/Cd2+ competitive sorption by resin 3

Due to the coexistence of Pb2+ and Cd2+ in some wastewaters, a
competitive sorption study for these two cations was undertaken.

Table 3
Competitive sorption of Pb2+ and Cd2+ by resin 3.

Cation Cation applied
(�mol/g resin)

Cation recovered
(�mol/g resin)

Cation sorption (%)

Pb2+ 52.9 7.9 15.0
Cd2+ 52.7 1.4 2.7
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Table 4
Competitive sorption of Pb2+ in the absence and presence of Na+ by resins 1 and 2.

Resin Molar ratio of
Na+:Pb2+:calix[4]arene

Pb2+ recovered
(�mol/g resin)

Pb2+ sorption (%)

1 0:1:1 15.4 19.9
1:1:1 13.9 18.0

15:1:1 11.3 14.6
150:1:1 6.1 7.9

2 0:1:1 23.6 20.3
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+ 2+
1:1:1 22.1 19.0
15:1:1 18.0 15.5

150:1:1 8.0 6.9

esin 3 was chosen for the competitive sorption study due to its
tronger affinity for both Pb2+ and Cd2+ than that of resins 1 and
. Concentrations of Pb2+ and Cd2+ in the collected fractions were
easured. The results presented in Table 3 reveal that the com-

etition of equivalent amounts of Cd2+ and Pb2+ for the limited
inding sites in resin 3 leads to lower percent sorption values for
oth cations. The reason for the phenomenon can be explained as
ollows: the total number of ion-exchange sites on the resin is a
onstant, and the binding of Cd2+ is also an equilibrium reaction
s shown in Fig. 3. Since there are two parallel reactions going on
t the same time, the ion-exchange sites available for either reac-
ion is definitely less than the total number of ion-exchange sites.
s a result, there are fewer complexes formed for each reaction,
ompared to the individual sorption experiment with no interfering
etal ions.

.5. Sorption of Hg2+ by resin 1

Sorption of Hg2+ was investigated with resin 1 following the
ame experimental procedure as utilized for Pb2+ sorption. In the
rst run, no Hg2+ ions could be detected in the fractions or in the

oading effluent. Therefore, all of the metal ions were still tightly
ound on the resin and the 0.010 M HNO3 solution was not strong
nough to strip Hg2+ from the column. To verify this assumption,
he column used in the first run was utilized in a second run. It
as found in the second run that the loading effluent had almost

he same Hg2+ concentration as in the sample solution. This means
hat the Hg2+ in the first run occupied all of the possible binding
ites of the calix[4]arene ligands and prevented further binding of

g2+ from the second run. Presumably this strong sorption of Hg2+

rises from �-interaction with the aromatic rings of calixarenes.
he extraordinary affinity for Hg2+ demonstrated here agrees with
ur solvent extraction results for mercury-selective calixarenes
21]. More acidic stripping solutions were also applied without suc-

Fig. 6. Elution profiles for sorption of Pb2+ in the absen
8 (2009) 477–483

cess. Although it might be argued that the sulfide donor group in the
linker is at least partially responsible for the strong Hg2+ sorption,
it should be noted that closely related, non-immobilized extrac-
tants devoid of sulfide linkages exhibit strong complexation of
Hg2+ [22].

3.6. Sorption of Na+ by resin 1

The affinity of the polymers for Na+ was evaluated with resin
1. The sorption result reveals that resin 1 has very poor capability
for retaining Na+. An equivalent amount of Na+ to the calixarene
units in resin 1 was applied to the column and <1% of the cations
was sorbed. When the sample solution containing one equivalent
of Na+ and one equivalent of Pb2+ was loaded on the column, the
recovery of Na+ was not changed.

In the monovalent cation exchange process, one of the two ion-
izable groups in calix[4]arene may undergo deprotonation to bind
Na+. However, this binding is not as strong as that for Pb2+ for two
reasons: First, there is a stronger electrostatic interaction between
the divalent Pb2+ and the two deprotonated ionizable groups. Sec-
ond, the soft ionizable groups prefer to bind a softer cation like Pb2+

instead of a hard cation like Na+.

3.7. Pb2+/Na+ competitive sorption by resins 1 and 2

Sorption of Na+ in the presence of equivalent amount of Pb2+

was conducted with resin 1. Since this resin showed extremely low
affinity for Na+ under non-competitive conditions, it is not surpris-
ing to see the near zero retention of Na+ on the same column with
the interference of Pb2+.

Sorption of Pb2+ with interference of Na+ by resins 1 and 2 was
also investigated. As expected, the percent Pb2+ sorption values for
both resins were almost unaffected when equivalent amounts of
Na+ and Pb2+ were present in the sample solutions (Table 4). When
15 equiv. of Na+ to Pb2+ were present in the sample solutions, the
percent Pb2+ sorption values for both resins decreased, but not
in a very large degree. However, when 150 equiv. of Na+ to Pb2+

were present as the interference, the Pb2+ sorption values dropped
markedly.

Elution profiles for this competitive sorption study are shown
in Fig. 6. For both resins 1 and 2, the profiles for the samples with

1:1 and 15:1 molar ratios of Na to Pb do not differ greatly from
those for without Na+ interference. The areas enclosed by the 150:1
molar ratio elution profiles and the horizontal axis are obviously
much smaller than those enclosed by the other molar ratio profiles
and the horizontal axis.

ce and presence of Na+ by resins (a) 1 and (b) 2.
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. Conclusions

We have examined the sorption properties of selected heavy
etal ions by a series of silica gel-bound, di-ionizable calixarene-

ontaining resins. Sorption reproducibility obtained in the three
ndependent runs for a given resin and aqueous sample solution
as good. No appreciable deterioration of sorption was observed

fter multiple runs with a single resin column.
For Pb2+ sorption by resins 1–9, the sorption efficiencies are

ependent on the structures of the calix[4]arene ligands and the
cidity of the sample solutions. In competitive ion-exchange stud-
es, the retention of Pb2+ on the selected resins was not dramatically
nfluenced by the presence of up to 15 equiv. of Na+, but was affected
y the presence of large excesses of Na+ and an equivalent amount of
ompeting Cd2+. Stripping of sorbed Hg2+ from resin 1 could not be
chieved due to the extremely high affinity of the resin for Hg2+. In
ummary, these functionalized resins show the sorption selectivity
rder of Hg2+ � Pb2+ > Cd2+ > Na+.
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a b s t r a c t

A novel experimental method was developed to study the origin of the voltammetric response of human
prostate cancer (PC-3) cell suspension as a model in consideration of the biological characters of living
cells. The presence of guanine and xanthine in the cell eluent secreted by the living cells was verified by
HPLC assay with a DAD system and chemometric method. Comparative studies of voltammetric behaviors
vailable online 13 December 2008

eywords:
lectrochemistry
C-3 cell
uanine

of the PC-3 cell suspension, the PC-3 cell eluent, and the PC-3 cell sediment re-suspension showed that the
voltammetric response of the PC-3 cells was given by xanthine and guanine bases in the PC-3 cell eluent,
not by the cells. Linear relationship between the peak currents of guanine and xanthine in the cell eluent
and the cell concentrations was found. Other factors, such as the cell secretion time and the immersion
time of the multiwalled carbon nanotubes modified glassy carbon electrode (MWCNTs-modified GCE) in
the cell eluent, also influenced the intensity of the peak currents. The biochemical mechanisms of the

r the
anthine voltammetric behavior fo

. Introduction

Cell viability is traditionally evaluated by morphological
bservation including spectrophotometric methods, fluorescent
icroscopy, flow cytometry, and specialized fluorescence instru-
ents such as plate readers [1]. In recent years, particular

nterest has been focused on the investigation of electrochemical
ehavior of tumor cells. Electrochemical methods, such as electro-
hemical impedance spectroscopy [2–5], scanning electrochemical
icroscopy [6,7], electric cell-substrate impedance sensing [8–11],

pen circuit potential at the cell/sensor interface [12], and electron
ransfer at electroactive centers in cells [13], have been approved to
e effective to provide nonmorphological observation for follow-

ng cell health state and establishing effective in vitro antitumor
rug sensitivity tests [14]. Electrochemical methods are much more
apid, highly sensitive and inexpensive compared with conven-

ional morphological methods. Efforts launched in this area have
een focused mostly on constructing nano-material modified elec-
rodes and building toolboxes for the investigation of immobilized
hole tumor cells to obtain better electrochemical responses.

∗ Corresponding authors: College of Urban and Environmental Science, North east
ormal University, Changchun 130024, China. Tel.: +86 431 58099169;

ax: +86 454 8793689.
E-mail addresses: yuanx@nenu.edu.cn (X. Yuan), gusto2008@vip.sina.com

Z.-Y. Zhang).

039-9140/$ – see front matter. Crown Copyright © 2008 Published by Elsevier B.V. All ri
oi:10.1016/j.talanta.2008.12.016
cell suspension were proposed.
Crown Copyright © 2008 Published by Elsevier B.V. All rights reserved.

Carbon nanotubes (CNTs) modified electrodes exhibited excellent
performance in monitoring the electrochemical behavior of tumor
cells [14–16], and in evaluating the cytotoxicity of different drugs.
Gold nanoparticles modified electrodes [17–19] were designed for
immobilization of living tumor cells and monitoring adhesion, pro-
liferation, and apoptosis of cells.

Despite of great efforts launched in this area, the mechanism
of the electrochemical behavior of living cells is relatively poorly
understood. Two possible mechanisms in previous reports were
proposed as followed: (1) the voltammetric responses of the cells
had relation with some enzymes [20–22], and (2) the electrochem-
ical behavior of the living cells was attributed to the redox system
of the living cells, which were derived from the redox centers in
living cells or the species in cell cytoplasm, passing cell membrane
rapidly, such as ions, proteins, nucleotide and metabolic products
[23,24]. However, it seems that more information was needed to
confirm the mechanism. There were few experiments had been
performed to verify the presumptive voltammetric mechanism of
living tumor cells mentioned above until Ju and his coworkers
reported a significant discovery in 2005 [16,18]. They proposed
that the voltammetric response was possibly related to the oxi-
dation of guanine in cytoplasm by applying HPLC and LC–MS to

verify the presence of guanine in cytoplasm and by using cyclic
voltammetry to exhibit the similarity of voltammetric behavior
between the living cells and guanine. Furthermore, due to some bio-
logical metabolism processes, transport process and cell death, an
important fact that living cells constructed a dynamic living system

ghts reserved.
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ather than an unchangeable system, was neglected in the previous
lectrochemical measurements [25–28]. J. H. Chen presumed that
he electroactive species existed not only on cell membrane but also
ntracellularly and extracellularly, due to the change of the cell per-

eability [15]. However, no further investigation was performed
n the mechanism. Due to the shortage of information about the
oltammetric mechanism of the living cells, applications of elec-
rochemistry in the investigation of cell adhesion, proliferation, and
poptosis developed slowly. The mechanism of the electrochemi-
al behaviors of the living cells is a challenging task and is of vital
mportance to promote the development of the cell electrochem-
stry.

Enlightened by the previous works of Ju and Chen mentioned
bove, accompanying with the consideration of the biological char-
cter of the living cells, the voltammetric mechanism of living
uman prostate cancer cells (PC-3) as a model was discussed
nd verified with a novel experimental method in this paper. The
oltammetric response of living PC-3 cells was given by the oxi-
ation of guanine and xanthine in the PC-3 cell secretion, which
ere related to the nucleotide catabolism in the living cells, not

y the cells. The presence of uric acid was discovered and dis-
ussed. The peak currents of guanine and xanthine in the cell
ecretion were found having linear relationship with the cell
oncentration, and were also affected by the exogenous factors,
ncluding the cell secretion time and the immersion time of the

ultiwalled carbon nanotubes modified glassy carbon electrode
MWCNTs-modified GCE) in the cell eluent. Biochemical mecha-
isms of the voltammetric behavior for the cell suspension were
roposed.

. Experimental

.1. Chemicals

Xanthine (Sigma, USA), xanthine oxidase (XOD, from cow but-
ermilk, Sigma, USA), guanine (National Institute for Control of
harmaceutical and Biological Products, China) were obtained from
he sources indicated. Xanthine, guanine and xanthine oxidase
olutions were made up with phosphate buffer saline (PBS, pH 7.4)
ontaining 136.7 mM NaCl, 2.7 mM KCl, 9.7 mM Na2HPO4·12H2O,
.5 mM KH2PO4. Prior to use, high purity multiwalled carbon
anotubes modified (MWCNTs, 10–20 nm in diameter, Shenzhen
anotech Port Co., China) were purified by refluxing in 30% nitric
cid at 100 ◦C for 24 h. After separation from the mixture, the sedi-
ent was washed with double-distilled water until the pH reached

.0, and then followed by filtering, rinsing with double-distilled
ater and drying. Finally, a 1.0 mg mL−1 MWCNTs suspension was
btained. All other chemicals were of analytical grade and used as
eceived.

.2. Cell culture and collection

PC-3 cells were obtained as a gift from Institute of Biochem-
stry, Northeast Forestry University (Haerbin, China). The cells were
ultured in RPMI 1640 medium (Gibco) containing 10% fetal calf
erum, 100 �g mL−1 penicillin (Gibco) and 100 �g mL−1 strepto-
ycin (Gibco) in an incubator (5% CO2, 37 ◦C). After a growth

tage of 2 days, several flasks of obtained cells were digested
ith 0.25% trypsinase, separated from the medium by centrifuga-
ion at 1000 × g for 10 min, the obtained cell sediment was then
ashed with the sterile pH 7.4 PBS for three times, finally, the sed-

ment was suspended in the sterile pH 7.4 PBS to obtain the PC-3
ell suspension with a certain cell concentration. Cell concentra-
ion was determined by using a CBC DRM-700 cell counting plate
China).
8 (2009) 602–607 603

2.3. Production of the MWCNTs-modified GCE

Glassy carbon electrodes (GCE, 3 mm in diameter) were polished
successively with 1.0, 0.3 and 0.05 �m alumina slurry, followed by
rinsing thoroughly with double-distilled water. After sonicated in
double-distilled water and alcohol successively, the electrodes were
then dried at room temperature in a desiccator. After the MWCNTs
suspension were fully dispersed by sonication, 10 �L of 1.0 mg mL−1

MWCNTs suspension obtained was cast onto the surface of the GCE,
and the electrodes were allowed to dry under an infrared lamp to
give the MWCNTs-modified GCEs. Prior to the cyclic voltammetric
measurement, the obtained MWCNTs-modified GCEs were electro-
chemically treated by performing several cycles between 0.0 and
+0.8 V in pH 7.4 PBS until stable background lines were obtained.
The MWCNTs-modified GCE remained about 87% of the initial cur-
rent response of guanine in pH 7.4 PBS after being continuously
processed for 30 times, which was scanned in pH 7.4 PBS contain-
ing guanine for one cycle and in pH 7.4 PBS for three cycles between
0.0 and +0.8 V.

2.4. Electrochemical measurements

Electrochemical measurements were performed on a LK2005
electrochemical analyzer (Tianjin Lanlike Instruments Co., China)
with a conventional three-electrode system comprising a platinum
wire as auxiliary, a Ag/AgCl (saturated KCl) electrode as refer-
ence, and a MWCNTs-modified GCE as the working electrode. The
electrochemical behavior of PC-3 cells was studied using cyclic
voltammetry in the potential range from 0.0 to +0.8 V with a
scan rate of 50 mV s−1 at 37 ± 0.5 ◦C. After each measurement, the
MWCNTs-modified GCEs were scanned for five cycles between 0.0
and +0.8 V in pH 7.4 PBS, and rinsed thoroughly with double-
distilled water, the obtained electrodes showed not only very
similar shape but also very similar height in the same sample solu-
tion by cyclic scan, indicating that the used MWCNTs-modified
GCEs were well renewed based on their maintenance of stability. All
voltammetric measurements except indicated specially in the text
were immediately performed after the MWCNTs-modified GCE was
immersed into sample solutions.

2.5. HPLC measurements

6.2 × 106 cells mL−1 PC-3 cell suspension secreted for 35 min at
37 ◦C was centrifuged at 1000 × g for 10 min, and the obtained elu-
ent was stored at 50 ◦C for 30 min to remove the protein. After a
further centrifugation at 14000 × g for 50 min, the obtained cell
eluent was filtrated through a 0.22 �m filter. The voltammetric
behavior of the cell eluent obtained above consisted with that of
the cell eluent obtained by centrifuged at 1000 × g for 10 min, which
was used in electrochemical measurements (not shown data). This
result indicated that both of the cell eluents contained the same
electroactive species. The former was subjected to HPLC analy-
sis. HPLC detections at 270 nm were performed on an Angilent
1100 separation module comprising an Angilent XDB-C18 column
(4.6 mm × 250 mm) at 25 ◦C equipped with a DAD system. The
mobile phase, consisting of 897 mL H2O, 100 mL CH3OH, 1.5 mL
CH3COOH, and 1.5 mL C16H37NO (40%), was run at 1.0 mL min−1.
20 �L of each sample was injected into the HPLC system for analysis.

2.6. Component identification
Spectra of guanine and xanthine standards and sample solu-
tion were recorded by DAD at 200–360 nm. Then cosine values
between spectral vectors of suspected components and guanine
and xanthine standards were calculated, respectively. If the cosine
value between the spectral vectors of suspected component and



604 D.-M. Wu et al. / Talanta 78 (2009) 602–607

Fig. 1. Cyclic voltammograms of (a) the bare GCE in pH 7.4 PBS, (b) the bare GCE in the
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C-3 cell suspension, (c) the MWCNTs-modified GCE in pH 7.4 PBS, (d) the MWCNTs-
odified GCE in the PC-3 cell suspension. Cell concentration, 2.5 × 106 cells mL−1;

mmersion time of the electrodes, 30 min; the PC-3 cell suspension time in pH 7.4
BS, 35 min.

tandard is close to 1.000, the suspected component can be consid-
red as the same as the standard.

. Results and discussion

.1. Voltammetric behavior of PC-3 cells

The freshly collected PC-3 cells were suspended in pH 7.4 PBS
t 37 ◦C for 35 min, then the cyclic voltammograms of PC-3 cells
ere measured after the bare or the MWCNTs-modified GCE was

mmersed in the above PC-3 cell suspension for 30 min as shown
n Fig. 1. No peak was observed at the bare GCE in pH 7.4 PBS
Fig. 1a), the MWCNTs-modified GCE in pH 7.4 PBS (Fig. 1c), and
he bare GCE in the PC-3 cell suspension (Fig. 1b). The background
urrent of the MWCNTs-modified GCE was greater than that of the
are GCE, which was due to the enhanced effective surface area
f the modified electrode. At the MWCNTs-modified GCE, the PC-
cell suspension showed a well-defined anodic peak at +0.738 V

Fig. 1d) in the first scan, implying that MWCNTs showed electro-
atalytic property to the electrochemical oxidation of electroactive
pecies in the PC-3 cell suspension. No corresponding reduction
eak appeared in the inverse scan, which was characteristic of an

rreversible electrode process. The peak current decreased greatly

r disappeared in the second scan (not shown in Fig. 1) attributed to
ossible products of oxidation reaction that blocked the electrode
urface.

The conventional experiments of measuring voltammetric
esponse of tumor cells were usually carried out in the tumor

ig. 2. Cyclic voltammograms of (a) the PC-3 cell sediment re-suspension, (b) the
C-3 cell eluent, (c) the PC-3 cell suspension uncentrifuged. Cell concentration,
.5 × 106 cells mL−1; cell suspension time, 35 min.
Fig. 3. Effect of secretion time of PC-3 cells on the peak current of (a) the PC-3 cell
suspension, (b) the PC-3 cell eluent, (c) the PC-3 cell sediment re-suspension. Cell
concentration, 1.2 × 106 cells mL−1.

cell suspension, which contained both living cells and secretion
released by the living cells, in fact. To study the sources of the
voltammetric response of PC-3 cells, the PC-3 cell suspension
obtained in pH 7.4 PBS for 35 min at 37 ◦C, was partly separated
into two parts by centrifugation at 1000 × g for 10 min. One was
the cell eluent and the other was the cell sediment, the latter was
then re-suspended with pH 7.4 PBS of the same volume to that of
the PC-3 cell eluent. The voltammetric measurement was immedi-
ately performed when the MWCNTs-modified GCE was immersed
into the PC-3 cell suspension, the PC-3 cell eluent and the cell sedi-
ment re-suspension, respectively. An interesting phenomenon was
observed as shown in Fig. 2. Voltammetric response of the PC-3 cell
eluent (Fig. 2b) approximated sufficiently to that of the PC-3 cell
suspension uncentrifuged (Fig. 2c), whereas the cell sediment re-
suspension (Fig. 2a) showed an obvious weak response. The result
implied that the voltammetric response of the PC-3 cell was pro-
duced mostly from the extracellular species secreted by PC-3 cells,
but rarely from the membrane or the interior of PC-3 cells. How-
ever, the previous reports speculated mostly that the voltammetric
response of living cells suspension should be produced from cell
cytoplasm or cell membrane [16,18,19,23,24].

Fig. 3 showed the effect of secretion time of PC-3 cells on the peak
currents of the PC-3 cell suspension, the PC-3 cell eluent and the PC-
3 cell sediment re-suspension. As the secretion time increased, the
peak currents of the cell eluent and the cell suspension increased
until 30 min. The influence of secretion time on the peak current of
the cell eluent corresponded well with that of the cell suspension.
However, the peak currents of the cell suspension were higher than
that of the cell eluent. But the peak currents of the cell sediment re-
suspension were almost independent on the secretion time. These
phenomena implied that with the increase of secretion time, the
concentration of the electroactive species increased in the eluent
and constant on the cell membrane. In measuring process, the
concentrations of the electroactive species in the cell suspension
changed with the measuring times, whereas, these in the cell elu-
ent, which was separated from the cell suspension, did not change
with the measuring times and possessed the similar intensity of the
peak currents. Thus, measuring voltammetric response of the cell
eluent is more significant than that of the cell suspension. However,
it was difficult to interpret the decrease of the peak currents of both
the cell eluent and the cell suspension after 30 min, which needed
further investigation.
3.2. HPLC and chemometric confirmation of xanthine and
guanine in PC-3 cell eluent

The typical chromatogram of the mixture of 32.47 �g mL−1 gua-
nine and 3.83 �g mL−1 xanthine detected at 270 nm was shown
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decreased dramatically after incubated with XOD (Fig. 7d), an obvi-
ous irreversible anodic peak of uric acid appeared at about +0.300 V,
indicating the highly catalyzing of xanthine to uric acid by XOD. Sig-
nificantly, there was a similar phenomenon after XOD was added to
ig. 4. Chromatograms of (A) the mixture of 32.47 �g mL−1 guanine (a) and
.83 �g mL−1 xanthine (b), (B) the PC-3 cell eluent (6.2 × 106 cells mL−1) secreted
or 35 min. Inset: UV spectrum of (a) guanine, (b) xanthine.

n Fig. 4A. The inserted subfigures (a) and (b) gave the UV spec-
ra at the peaks in the chromatogram. Guanine and xanthine
howed a retention time of 3.539 and 4.216 min, respectively. The
eak areas were proportional to guanine and xanthine concentra-
ion in the range of 1.00–100.00 �g mL−1 and 0.10–10.00 �g mL−1

ith a detection limit of 0.01 �g mL−1, respectively. The regres-
ion equations with the same correlation coefficient of 0.9999 were
guanine = 2.82Cguanine (�g mL−1) − 1.24 and Sxanthine = 66.59Cxanthine
�g mL−1) − 4.95, respectively. The chromatogram of the PC-3 cell
luent, in which the PC-3 cells had secreted for 35 min, dis-
layed five chromatographic peaks at 2.998, 3.195, 3.505, 3.839
nd 4.213 min (Fig. 4B), respectively. Two chromatographic peaks
t 3.505 and 4.213 min of the PC-3 cell eluent were in good agree-
ent with that of the mixture of guanine and xanthine, indicating

he probable existence of guanine and xanthine in the PC-3 cell
luent. Similarities were calculated for the obtained spectra with
uanine and xanthine, respectively. The cosine value between the
pectral vector of PC-3 cell eluent at 3.505 min and that of guanine
s 0.9980, and the cosine value between the spectral vector of PC-

cell eluent at 4.213 min and that of xanthine is 0.9960. It can be
oncluded that the components in the PC-3 cell eluent at 3.505 and
.213 min are guanine and xanthine, respectively. However, there
ere another three unknown chromatographic peaks in the cell

luent as observed, which needed further investigation. From the
eak areas of guanine and xanthine in the PC-3 cell eluent and the
egression equations, the concentration of guanine and xanthine in
he PC-3 cell eluent (6.2 × 106 cells mL−1) secreted for 35 min were
etected to be 63.78 and 2.56 �g mL−1, respectively.

.3. Voltammetric comparison among guanine, xanthine, and the
C-3 cell eluent
Oxidation peak potentials (Epa) of both xanthine and gua-
ine were linearly depended on the pH value of solutions as
hown in Fig. 5. The linear equation of xanthine and guanine
n pH range of 6.4–8.0 were Epa = 1.18 − 0.0647pH (R = 0.99524),
pa = 1.19 − 0.0644pH (R = 0.99815), respectively. The slope of xan-
Fig. 5. Influence of pH on the oxidation peak potential of (A) xanthine, (B) guanine.

thine and guanine were 64.7 and 64.4 mV/pH, respectively, which
were close to the theoretical value of 58.6 mV/pH, indicating that
there were two protons involved per transfer of two electrons dur-
ing the oxidation of both xanthine and guanine [18,29]. As the pH
value increased, Epa of both xanthine and guanine shifted to the
negative direction.

In Fig. 6, the peak potentials of guanine (Fig. 6b) and xanthine
(Fig. 6c) were +0.709 and +0.702 V, respectively, which were sim-
ilar to that of the PC-3 cell eluent (+ 0.673 V, Fig. 6a). A negligible
difference in peak potentials between the cell eluent and guanine
and xanthine in pH 7.4 PBS was possibly attributed to the weak
pH increase resulted by secreting guanine base and xanthine base
into the cell eluent of PC-3 cells. The result indicated that the irre-
versible anodic peak of the PC-3 cell eluent was attributed to the
oxidation of guanine and xanthine secreted in the cell eluent by
PC-3 cells.

3.4. Catalytic action of xanthine oxidase on the PC-3 cell eluent

XOD is a metalflavoprotein that plays an important role in the
metabolism of nucleotides. It catalyzes the oxidation of hypoxan-
thine to xanthine and xanthine to uric acid. XOD is present in large
amounts in liver and intestinal mucosa and in traces in other tissues
[30]. Fig. 7 showed the catalytic action of XOD on the cell eluent.
The cyclic voltammogram of XOD in pH 7.4 PBS (Fig. 7e) showed no
peak. The anodic peak current of xanthine in pH 7.4 PBS (Fig. 7c)
Fig. 6. Cyclic voltammograms of (a) the PC-3 cell eluent, (b) 10 �g mL−1 gua-
nine in pH 7.4 PBS, (c) 10 �g mL−1 xanthine in pH 7.4 PBS. Cell concentration,
4.5 × 106 cells mL−1; secretion time, 10 min.
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Fig. 7. Cyclic voltammograms of (a) the PC-3 cell eluent, (b) the PC-3 cell eluent
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fter incubated with 5 × 10−5 M xanthine oxidase for 30 min at 37 ◦C, (c) 10 �g mL−1

anthine in pH 7.4 PBS, (d) 10 �g mL−1 xanthine in pH 7.4 PBS after incubated with
× 10−5 M xanthine oxidase for 30 min at 37 ◦C, (e) 5 × 10−5 M xanthine oxidase in
H 7.4 PBS.

oth xanthine and the PC-3 cell eluent (Fig. 7), indicating that xan-
hine is one of the important sources of the voltammetric response
f the PC-3 cell eluent, despite the concentration of xanthine in the
C-3 cell eluent was lower than that of guanine. The same anodic
eak of uric acid appeared in both the cell suspension and the eluent
hen the cells secreted for longer time without XOD.

In addition to their well known intracellular functions related to
he nucleotide metabolism, purines intracellular including guanine,
anthine, adenine and hypoxanthine, are able to be secreted into
he extracellular space, where they act as intracellular signalling

olecules stimulated by exogenous conditions [31]. Guanine and
anthine intracellular could be related to the catabolism of guanine
ucleotide (GMP) and xanthine nucleotide (XMP) in living cells as

llustrated in Scheme 1.
Guanine and xanthine were catabolic intermediates of the

atabolic process, and uric acid is the end product whose extracel-
ular concentration depends on the content of xanthine oxidase in

iving cells as illustrated. Guanine and xanthine were then secreted
nto the cell eluent by transport process, and the electrochemical
esponse was given by xanthine and guanine bases, not by the cells.
hus, the electrochemical measurement of guanine and xanthine

Scheme 1. Catabolism of guanine and xanthine nucleotides intracellular.
Fig. 8. Influence of immersion time of the MWCNTs-modified GCE in the PC-3 cell
eluent on the peak current. Cell concentration, 1.5 × 106 cells mL−1; secretion time,
35 min.

extracellular could provide important information on intracellu-
lar nucleotides which have intimate relation with the cell viability.
There is no doubt that knowledge on nucleotide metabolism in
normal and tumor cells would be important for identifying the
main changes between normal and tumor cells [32–34]. So, the
proposed biochemical mechanism of the voltammetric behavior
of the cells was beneficial for the further application of the elec-
trochemical method in cell bioanalysis. For example, based on the
mechanism, the simple electrochemical method could be used to
continuously monitor guanine and xanthine secreted by the living
cells to obtain the information on nucleotide metabolism, which
could evaluate cell health state and antitumor drug sensitivity. The
mechanism could also guide constructing the modified electrode
as a cellular biosensor to obtain strong voltammetric response of
the cells.

3.5. Influence of immersion time of the electrode in the cell eluent
on the peak current

With the increasing immersion time of the MWCNTs-modified
GCE in the cell eluent, the peak current increased obviously until
50 min as shown in Fig. 8, and longer immersion time did not
increase the current response positively. The result exhibited a

distinct character of adsorptive electrode process of electroactive
species, such as xanthine and guanine secreted in the cell eluent
by PC-3 cells. The similar phenomenon was found in measuring the
voltammetric response of the PC-3 cell suspension, the PC-3 cell
sediment re-suspension, guanine and xanthine (not shown data).

Fig. 9. Relationship between the peak current of the PC-3 cell eluent and the cell
concentration. Immersion time of the electrode, 30 min; secretion time, 35 min.



lanta 7

3
a

c
a
c
h
c
8

4

b
e
g
t
G
g
t
c
m
x
w
t
o
w
m

A

N
e
(
o
(

[

[

[

[
[
[

[
[
[
[
[
[

[
[

[
[

[
[

[
[31] F. Xiao, C.P. Ruan, J.G. Li, L.H. Lin, Electroanalysis 20 (2008) 361.
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.6. Relationship between the peak current of the PC-3 cell eluent
nd the cell concentration

Cyclic voltammograms of PC-3 cell eluents with different cell
oncentrations were measured. As previously reported, there was

linear relationship between the peak currents of living cells
ultured in the same condition and the cell concentrations [25],
owever, in this paper, a nonlinear relationship between the peak
urrents of the cell eluent and the cell concentrations from 105 to
× 106 cells mL−1 was found as shown in Fig. 9.

. Conclusions

The first insight into the mechanism of the voltammetric
ehavior of the PC-3 cells as a model was provided by a novel
xperimental method. Electrochemical response of living cells was
iven by xanthine and guanine bases in the PC-3 cell eluent, not by
he cells. The existence of uric acid was discovered and discussed.
uanine, xanthine and uric acid were related to the catabolism of
uanine nucleotide and xanthine nucleotide. With the increasing of
he cell secretion time, peak currents of guanine and xanthine in the
ell eluent increased until 35 min, while peak currents of the cell
embrane or interior were constant. Peak currents of guanine and

anthine in the cell eluent were found having linear relationship
ith the cell concentration, and were affected by the immersion

ime of the electrode in the cell eluent. Biochemical mechanisms
f the voltammetric behavior for the cells were proposed, which
ere beneficial for the further application of the electrochemical
ethod in cell bioanalysis.
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a b s t r a c t

An improved automated continuous sample introduction system for microfluidic capillary electrophoresis
(CE) is described. A sample plate was designed into gear-shaped and was fixed onto the shaft of a step
motor. Twenty slotted reservoirs for containing samples and working electrolytes were fabricated on the
“gear tooth” of the plate. A single 7.5-cm long Teflon AF-coated silica capillary serves as separation channel,
sampling probe, as well as liquid-core waveguide (LCW) for light transmission. Platinum layer deposited
on the capillary tip serves as the electrode. Automated continuous sample introduction was achieved
by scanning the capillary tip through the slots of reservoirs. The sample was introduced into capillary
and separated immediately in the capillary with only about 2-nL gross sample consumption. The laser-
Microfluidics
Capillary electrophoresis
Liquid-core waveguide
Laser-induced fluorescence
A

induced fluorescence (LIF) method with LCW technique was used for detecting fluorescein isothiocyanate
(FITC)-labeled amino acids. With electric-field strength of 320 V/cm for injection and separation, and 1.0-s
sample injection time, a mixture of FITC-labeled arginine and leucine was separated with a throughput
of 60/h and a carryover of 2.7%.
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mino acids

. Introduction

Amino acids are basic protein constituents and are important
iological compounds with special physiological functions in anti-
odies as a necessary nutritional ingredient. The analysis of amino
cids is a field which has been much concerned and full of chal-
enge. High-performance liquid chromatography (HPLC) is often
sed for the analysis of amino acids; nevertheless it sometimes

eads to long separation time and large dissolvent consumption.
E has come to be a powerful separation technique for amino acid
nalysis in years past due to its high separation efficiency, short
nalysis time and small sample consumption [1,2]. These advan-
ages are better displayed in microfluidic CE systems [3–5]. Despite
ll that, sample introduction is still the bottleneck in microfluidic
E systems. The troublesome and time-consuming sample chang-

ng greatly affects the overall throughput in most microfluidic CE
ystems.

Some automated sample introduction methods were pro-
osed to solve the world-to-chip interface problem in microfluidic

evices [6,7]. Unfortunately, only a few methods were related to
mino acid analysis with microfluidic CE. Fang’s group reported
ow/sequential injection coupled to the miniaturized CE systems
hrough split-flow sampling interfaces for achieving continuous

∗ Corresponding author. Tel.: +86 24 83687659; fax: +86 24 83676698.
E-mail address: xuzr@mail.neu.edu.cn (Z.-R. Xu).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.11.034
© 2008 Elsevier B.V. All rights reserved.

sample introduction [8–12]. The maximum throughputs of 48/h [8],
144/h [9] and 80/h [10] were achieved with sample consumptions of
3.3, 30 and 80 �L, respectively for amino acids analysis. Harrison’s
group [13] reported a split-flow sampling interface for automating
sample introduction into electrokinetic microchip without perturb-
ing the liquids within the microfluidic device. A house vacuum
and a three-way valve were used in the system, and the sample
consumption was 6 �L. Lin et al. [14] reported an interface that
coupled electrophoretic microchip with flow-through analyzer for
uninterrupted sampling. A syringe pump was utilized to transport
the external sample. Using split-flow sampling interfaces, auto-
mated high-throughput sampling was achieved in these systems.
Although only pL–nL level samples were injected into the separa-
tion channels, the sample consumption usually exceeded 10 �L for
sample changing and introduction.

The sample consumption would be decreased by using a cap-
illary as sampling probe. Fang’s group [15] reported an efficient
world-to-chip interface for chip-based CE separation of amino
acids. A platinum electrode was fixed on the tip of a fused-silica
capillary connecting with the sample-loading channel of a crossed-
channel chip. Scanning the capillary probe through the slots of the
vials, samples were continuously introduced electrokinetically into

the sample-loading channel. A throughput of 36/h was achieved
with 240-nL net sample consumption. Recently, a monolithic sam-
pling probe on glass chip was used for substituting the capillary,
and a much lower sample consumption of 30 nL was obtained [16].
In above-mentioned systems, the sample was introduced into a
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oading channel via the capillary, and then the sample was
njected into the separation channel by a cross-channel injector on

icrochip. A simpler sample introduction interface was reported by
ang’s group [17]. The sample was introduced directly into the sep-

ration channel through a sharp inlet tip placed in the sample vial.
he inlet terminal of the separation channel was sharpened with
diamond saw, and a Pt wire attached to the sharp inlet served

s contact to the high-voltage power supply. Fang’s group [18] also
eported a simple sample introduction system for miniaturized CE
ystem. Automated continuous sample introduction and separation
ere achieved with a short capillary and a sample introduction sys-

em based on slotted micro-vial array. The system was applied in
eparation of sulphamethoxazole and trimethoprim in sulphatrim
ablets, and a high-throughput of 72/h and a low carryover of 1.4%
ere achieved.

In our earlier report [19], a slotted-vial array sample introduction
ystem was combined with miniaturized capillary electrophoresis
or DNA analysis. The homemade slotted-vials and circular sample
late were used for sample presentation. In this work, a modified
ontinuous sample introduction system was combined with a short
eflon AF-coated silica capillary to form an automated microflu-
dic CE system. The automated sampling system was composed
f a monolithic plastic sample plate with reservoirs and a step
otor controlled by personal computer. The performances of the

ystem were demonstrated by the separation and determination of
ITC-labeled amino acids with liquid-core waveguide (LCW)-based
aser-induced fluorescence (LIF) detection.

. Experimental

.1. Chemicals

All reagents used were of analytical reagent grade, and deionized
ater was used throughout. Working electrolyte for CE separa-

ion was 10 mmol/L sodium tetraborate buffer by adjustment with
mol/L NaOH solution to pH 9.2. A 0.1 mol/L NaOH was used as
apillary washing solution. Stock solutions of 10 mmol/L arginine
nd leucine (Kangda Amino Acid Works, Shanghai, China) were pre-
ared in water. Forty millimole per liter FITC (Sigma, St. Louis, MO,
SA) labeling reagent was prepared in acetone (containing 1%, v/v
yridine) fresh before use. FITC-labeled amino acid stock solutions
ontaining each amino acid at 3.5 mmol/L were prepared by mix-
ng 350 �L of each amino acid stock solution with 550 �L of sodium
etraborate buffer and 100 �L of FITC solution, and allowed reaction
vernight in the dark. Working sample solutions were prepared by
iluting FITC-labeled amino stock solutions with 10 mmol/L borate
uffer.

.2. Apparatus

The experimental setup was shown in Fig. 1. The automated
ampling system was composed of a plastic sample plate with
eservoirs (7-mm depth and 3.5-mm diameter), and a step motor
hich was used to drive the plate. The diameter of sample plate
as only 7 cm. Twenty reservoirs with slot for containing samples

nd working electrolytes distributed proportionally on the edge of
he plate. A home-built high-voltage power supply (variable range
–3000 V) controlled by a personal computer was used for sample

ntroduction and CE separation. A diode laser with 473 nm (MBL-I,
0 mW, Changchun New Industries Optoelectronics Tech. Co., Ltd.,

hangchun, China) was used as excitation light source. The laser
eam illuminating the excitation point was restricted using a pin-
ole of 200-�m diameter fixed close to the capillary. A 7.5-cm long

used-silica capillary coated by Teflon AF-1600 (50 �m i.d., 363 �m
.d., TSU050375, Polymicro Technologies, Phoenix, AZ, USA) served
8 (2009) 448–452 449

as the separation channel and LCW for transmitting emission light.
The inlet terminal of the capillary was deposited with titanium
film by sputtering, and then a platinum layer, served as electrode,
was deposited onto the titanium film. The capillary outlet was in
a reservoir which had a 0.2-mm-thick glass window allowing the
emission light to pass. A photomultiplier tube (PMT, Model H5784,
Hamamatsu, Shizuoka-Ken, Japan) faced the glass window, and a
long-wave pass filter (510 nm cutoff filter, HB Optical, Shenyang,
China) was between them. The signal output from the PMT was
recorded using a chromatography workstation (Model HW-2000,
Qianpu Software Co., Shanghai, China). The entire detection system
was enclosed in a black box. The sampling system and high-voltage
power supply were controlled by a computer program written in
Visual Basic.

2.3. Procedures

Before use, the capillary was sequentially washed with 0.1 mol/L
NaOH, water, and 10 mmol/L sodium tetraborate buffer, each for
2 min for refreshing the capillary wall. A platinum electrode was
immersed into the buffer solution in the outlet reservoir. The reser-
voirs of the sample plate were filled alternately with 40 �L samples
and 40 �L buffer. The capillary inlet terminal deposited with plat-
inum layer was immersed in the buffer by rotating the sample
plate. Then, voltages of 2400 and 0 V were applied to the inlet
electrode and outlet electrode, respectively. The automated elec-
trokinetic continuous sampling process was achieved by sweeping
the capillary tip through slots of the reservoirs.

3. Results and discussion

3.1. Considerations in the automated sampling system design

In the slotted-vial array sample introduction system, free pas-
sage of the capillary sampling probe through all the vial slots is
the key to achieving automated continuous sample introduction.
In previous reports [15,16,18–20], the slotted-vials were manu-
ally produced from 0.2-mL microtube by fabricating 1.5-mm-wide
or 1-mm-wide, 2-mm-deep slots on the bottom of the tubes for
pass-through of the sampling probe. Even though the slots were
fabricated carefully, it is still difficult to ensure unification of the
slots in shape and dimension. The slotted-vials were horizontally
fixed on a platform in an array. The positions (such as right and
left, up and down, back and forth, etc.) of the vials need adjusting
carefully. In those work, good results have been obtained, how-
ever, scanning of the probe through all the slots was still not easy
to achieve, which would greatly affect the reliability of the sys-
tems.

To ensure the reliability of the automated sampling, a mono-
lithic plastic sample plate was designed in this work. In our earlier
work, the sample plate was designed into a circular shape, and a
slot was fabricated along the profile edge of the plate. For hold-
ing the same number of vials, circular array is three times shorter
than linear array. And also movement of linear array requires about
twice dimensional space. Compared with the linear slotted-vial
array, the circular array facilitates miniaturization of the system.
Unfortunately, severe cross-contamination is likely to occur due to
the sample carried by the probe passing between the neighbor-
ing reservoirs. In our following work, the design of a gear-shaped
sample plate was adopted. Slotted reservoir was fabricated on

each “gear tooth”. The sample was not remarkably carried by
the passing probe, and cross-contamination was reduced effec-
tively. A magnified diagram of the slot is shown in Fig. 1. The
slots with width of 0.8, 1.0, 1.2, 1.5 and 2.0 mm were inves-
tigated at an angular velocity of 2.5 rad/s of the sample plate.
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expected, the peak height increased gradually with the increase
in injection time. While on the other hand, a significant increase
in the plate height was observed within the range 1.0–1.5 s, possi-
Fig. 1. Schematic diagram of the miniaturized CE system with

ider slots facilitated free passage of the probe, but the solu-
ions in the slots were likely to leak out owing to centrifugal
orce. The slots with width of 1.2 and 1.5 mm were all applicable.
n this work, 1.2-mm-wide and 2.0-mm-deep slots were fabri-
ated, which allow easy pass-through of the sampling probe. With
he step motor rotating at an angular velocity of 2.5 rad/s (cor-
esponding to the time for a step movement of 0.13 s), aqueous
ample/buffer solutions were retained in the reservoirs without
ny leakage owing to the surface tension. To prevent evaporation
f solutions, a silicon rubber slab was used for covering the reser-
oirs.

In the electrokinetic sampling system [15–18], it is required that
platinum wire electrode was tightly bound to the capillary sam-
ling probe or glued to the sharp inlet of the chip, which however

ncreased thickness of the sampling probe. The thicker sampling
robe inevitably rubs walls of the slots, which would disturb the
ample introduction and separation. In this work, the platinum
ayer was deposited on the surface of the capillary tip, to replace
he bound platinum wire. To improve the adhesion between plat-
num and Teflon coat of capillary surface, a titanium film was firstly
puttered on the surface. The depth of the metal layers was ca.
�m, which did not affect the thickness of the sampling probe (see

ig. 2). The probe could easily scan through all slots of the sam-
le plate without rubbing. Uniform shape of the reservoirs and the
hinner sampling probe ensured continuous sample introduction
nd changing.

ig. 2. Photo of the capillary probe with deposited platinum layer and an uncovered
apillary tip.
mproved automated continuous sample introduction system.

3.2. Effects of injection voltage and injection time

In continuous sample introduction system of CE, to improve
sample throughput, the next sample is usually introduced while
the previous sample is being separated. In the present system, the
introduced sample was electrokinetically injected into the separa-
tion capillary. The difference between voltages applied to injection
and separation would affect the separation efficiency and repro-
ducibility. In addition, the voltage switch and slot shift should be
strictly synchronous, which makes control system sophisticated.
Thus the same voltage for injection and separation was adopted
in this work. During the process of sample changing, the sampling
probe had to experience a period outside the vials (less than 0.2 s)
while the voltage was not switched off. Nevertheless, the current
was not interrupted, probably owing to the slight amount of solu-
tion remaining at the sampling probe tip, and thus the separation
was not perturbed.

The effects of the injection time were studied in the range
0.2–2.0 s with the field strength of 320 V/cm (Fig. 3). As may be
bly because length of the introduced sample plug contributed to
plate height. Then almost constant plate heights were observed

Fig. 3. Effects of sampling time on plate height and fluorescence signal. Samples,
0.7 �mol/L FITC-arginine; effective separation length, 6.0 cm; working electrolyte,
10 mmol/L sodium tetraborate buffer (pH 9.2); applied field strength for both injec-
tion and separation, 320 V/cm.
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ig. 4. Effects of field strength on plate height and migration time. Injection time
.0 s other conditions as in Fig. 3.

ithin the range 0.2–1.0 s. An injection time of 1.0 s was chosen
s a compromise between separation efficiency and sensitivity.

.3. Effects of separation field strength

The effects of the separation field strength were studied in
he range 240–360 V/cm with the same voltage for sampling
Fig. 4). As expected, the migration time of analyte continuously

ecreased with the increases in separation field strength within
he range studied. For arginine, increasing the field strength from
40 to 360 V/cm resulted in over 1 min reduction of the migration
ime, which markedly affected the sample throughput. However,

ig. 5. (A) Electropherogram of repetitively introducing a mixture of FITC-labeled
rginine and leucine for seven times: (1) FITC-arginine (0.4 �mol/L); (2) FITC; (3)
ITC-leucine (0.8 �mol/L) and (B) electropherogram of alternatingly introducing
amples of different concentrations for three cycles: (a) Mixture of 0.1 �mol/L FITC-
rginine and 0.2 �mol/L FITC-leucine; (b) mixture of 0.2 �mol/L FITC-arginine and
.4 �mol/L FITC-leucine; (c) mixture of 0.4 �mol/L FITC-arginine and 0.8 �mol/L
ITC-leucine. Injection time 1.0 s other conditions as in Fig. 3.

[

8 (2009) 448–452 451

the increases in plate height were observed within the range
240–360 V/cm due to contributions to plate height from Joule
heating and the longer sample plug introduced in higher field
strength. With concurrent considerations in throughput and sepa-
ration efficiency, field strength of 320 V/cm was adopted in further
studies.

3.4. Analytical performance of the system

The performance of the system was demonstrated by the sep-
aration and determination of FITC-labeled arginine and leucine
under the optimized conditions. The reproducibility of the system
was demonstrated by repeatedly injecting a mixture of FITC-
labeled arginine and leucine (Fig. 5A). The peak heights R.S.D.
were 5.3%, 5.7% and 4.5% (n = 7) for arginine, leucine and FITC,
respectively. The best plate height obtained was 3.1 �m for argi-
nine and 2.3 �m for leucine. Fig. 5B illustrates alternate injections
of three sample solutions in a 1:2:4 concentration ratio (0.1,
0.2, and 0.4 �mol/L, respectively). With a throughput of 60/h,
the average carryover was 2.7%. The limit of detection (S/N = 3)
was about 3.0 nmol/L for arginine and 14.0 nmol/L for leucine,
corresponding to 6 and 28 amol, respectively. The gross sample
consumption was only about 2 nL for each assay, which is one to
two orders magnitude lower than what was previously reported
[15,16]. The remaining sample could be recovered for further use
as less cross-contamination occurred in the sample introduction
process.

4. Conclusion

In the present work, an automated continuous sample intro-
duction system with a monolithic sample plate and a capillary
sampling probe deposited with platinum layer was developed,
achieving the rapid separation and detection of amino acids using
microfluidic CE and LIF detector with LCW technique. In this work,
the 7-cm diameter sample plate holds 20 reservoirs. To meet the
requirement of high-throughput analysis, a sample plate only 3-
cm larger in diameter holding 40 reservoirs is being fabricated.
The auto-sampling system developed in this work demonstrates
future potentials in being commercialized for automated sample
introduction of microfluidic CE system or flow analysis sys-
tem.
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a b s t r a c t

We reported a simple and effective green chemistry route for facile synthesis of nanowire-like Pt nanos-
tructures at one step. In the reaction, dextran acted as a reductive agent as well as a protective agent for the
synthesis of Pt nanostructures. Simple mixing of precursor aqueous solutions of dextran and K2PtCl4 at
80 ◦C could result in spontaneous formation of the Pt nanostructures. Optimization of the experiment con-
dition could yield nanowire-like Pt nanostructures at 23:1 molar ratio of the dextran repeat unit to K2PtCl4.
Transmission electron microscopy results revealed that as-prepared nanowire-like Pt nanostructures
consisted of individual Pt nanoparticles with the size range from 1.7 to 2.5 nm. Dynamic light scatter-
extran
anowire-like Pt nanostructures
lectrocatalysis
eduction of oxygen
xidation of NADH

ing analysis indicated that as-prepared nanowire-like nanostructures have already formed in solution.
The as-prepared nanowire-like Pt nanostructures were further characterized by UV–vis spectroscopy,
X-ray photoelectron spectroscopy and Fourier transform infrared spectroscopy. In addition, the ratio
dependence and temperature dependence of this reaction have also been investigated. The as-prepared
nanowire-like Pt nanostructures can be immobilized on glassy carbon electrodes using an electrochemical
coupling strategy, and the resulting nanowire-like Pt nanostructures modified film exhibited an excellent

r the
electrocatalytic activity fo

. Introduction

In recent years, the concept of green chemistry has attracted
onsiderable attention [1,2]. The aim of green chemistry is to
xplore chemistry techniques and methodologies that reduce or
liminate the use or generation of feedstock, products, byprod-
cts, solvents, reagents, etc., that are hazardous to human health
r the environment. Nowadays, green chemistry is becoming one
f the main goals of designing new processes and reactions in the
merging areas of nanoscience and nanotechnology [1,2]. The 12
rinciples of green chemistry have provided a framework for the
esigning of new materials, products, processes, and systems in
anoscience and nanotechnology [1,2]. Employing the concept of
reen chemistry toward nanoscience will facilitate not only the pro-
uction and processing of safer nanomaterials and nanodevices, but

lso nanoscience and nanotechnology as a mature technology for
ommercialization [1,2].

It is well known that biomolecules have the ability of
elf-assembling into supermolecules [2]. Utilizing the intrinsic

∗ Corresponding author. Tel.: +86 431 85262056; fax: +86 431 85689278.
E-mail address: xryang@ciac.jl.cn (X. Yang).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.009
reduction of oxygen and the oxidation of NADH.
© 2008 Elsevier B.V. All rights reserved.

properties of bimolecular to synthesize different kinds of nanopar-
ticles will be very attractive, and novel nanostructures with
special function could be developed [2]. Moreover, harnessing
biomolecules to control over the shape of nanoparticles with min-
imized environmental effects also embodies most of the twelve
principles of green chemistry. We may synthesize shape-controlled
nanoparticles in the presence of biomolecules at ambient condition.
Thus, the use of biomolecules for the synthesis of new kinds of Pt
NSs could be very attractive [2]. Nowadays, many different nanos-
tructures have been synthesized via green chemistry, such as Ag
[1], and Au nanoparticles [3], superparamagnetic nanoparticles [4],
and semiconductor nanocrystals (CdS) etc. [5]. However, there are
a few reports on green synthesis of Pt nanostructures (Pt NSs) [6,7].

Owing to both its fundamental and technological interest and
importance, Pt has been the major focus of interest. Platinum plays
a major role in many applications, such as, a catalyst in polymer
electrolyte fuel cells and direct methanol fuel cells [8,9], bioanal-
ysis [10], catalysis [7,11], and surface-enhanced Raman scattering

(SERS) substrates, etc. [12]. All of these applications require the use
of Pt NSs, not only because of the limited supply and high cost of
Pt, but also the peculiar surface properties of Pt NSs, which are dif-
ferent from bulk materials. As a result, growing attention has been
devoted to fabrication of Pt NSs, and many kinds of Pt NSs have been
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ynthesized, including spherical nanoparticles [7,13], nanocubes
8,11], nanorods [14], nanotubes [15], hollow nanospheres [16],
anowires [17] and dendrite nanoparticles [18], etc. It is well known
hat the morphology (including dimensionality and shape) of Pt
Ss can effectively influence their electronic, magnetic and cat-
lytic properties [8,11]. Therefore, the synthesis of shape-controlled
t nanostructures is a highly desired objective [11,14].

There are plenty of papers concerned with the synthesis of
hape-controlled Pt NSs. However, using dextan to synthesize
anowire-like Pt NSs, which consist of individual Pt nanoparticles

n the size range from1.7 to 2.5 nm, has not been reported. More-
ver, the catalytic and electrochemical properties of nanowire-like
t NSs are still unknown. In the present work, we present a green
pproach toward the synthesis and stabilization of nanowire-like
t NSs at one step. Dextran was used as a reducing agent as well
s a protecting agent. Our results indicated that the quantity of
extran was the key to yielding the nanowire-like Pt NSs. Only at
molar ratio of [the repeating units of dextran]/[Pt2+] = 23 could

roduce nanowire-like Pt NSs. Those dextran proteced Pt NSs were
mmobilized onto the surface of glassy carbon electrode (GCE) in
n aqueous solution containing 0.1 M LiClO4 by an electrochemical
oupling strategy. Electrode modified with these dextran coated Pt
Ss possessed good catalytic activity toward the reduction of O2
nd the oxidation of NADH.

. Experimental

.1. Reagents and chemicals

Potassium tetrachloroplatinate was purchased from Alfa Aesar
USA). Dextran (Mw 10,000) was obtained from Herbon Polysac-
haride Biotech. Ltd. (Shenzhen, China). Aminodextran was
repared according to our previous report [7]. Reduced �-
ihydronicotinamide adenine dinucleotide (NADH) was obtained
rom Genview (USA). Lithium perchlorate was purchased from
CROS (USA). Sulfuric acid was purchased from Beijing Beihua Fine
hemicals Co. Ltd (Beijing, China). All those reagents were used
ithout further purification. 0.2 M phosphate buffer (pH 6.9) was
repared by mixing the stock solution of potassium dihydrophos-
hate and sodium hydroxide. All glassware used in the following
rocedures was cleaned in a bath of freshly prepared 3:1 HCl/HNO3,
nd rinsed thoroughly with double distilled water prior to use.

.2. Preparation of dextran protected nanowire-like Pt NSs

The nanowire-like Pt NSs were prepared according to the follow-
ng procedure (sample 1): In each synthesis, dextran was dissolved
n 20 mL water hosted in a 50 mL two-neck flask (equipped with a
eflux condenser and a stirring bar), and the solution was heated to
0 ◦C under magnetic stirring. Then, an aqueous solution containing
2PtCl4 prepared freshly (within 5 min) was added to 11.5 mM dex-

ran solution (calculated in terms of the repeating unit, 2 mg mL−1).
he final molar ratio of dextran-to-Pt was fixed at 23:1, and the final
oncentration of potassium tetrachloroplatinate was 0.5 mM in the
olution. At last, the mixture was kept at 80 ◦C for 2 h.

To investigate the influence of the molar ratio of dextran to
2PtCl4 on the nanowire-like Pt NSs thus formed, the amount of
extran used was investigated. We conducted a series of exper-

ments by varying the molar ratio of dextran to K2PtCl4. The
rocedure of synthesis was identical to those used for preparing

ample 1 except that the final dextran-to-Pt was varied to 5.8:1 or
15:1.

The influence of temperatures on the nanowire-like Pt NSs thus
ormed was studied as follows: in a typical synthesis route, 11.5 mM
extran and 0.5 mM K2PtCl4 were added into 20 mL water under
8 (2009) 557–564

constant strong stirring. After stirring for 10 min, the solution was
transferred into a 35 mL Teflon lined stainless steel autoclave. The
autoclave was heated at 180 ◦C for different periods, cooled to room
temperature naturally. The black precipitates were collected, cen-
trifuged, and washed with distilled water for several times. Then,
the black precipitates were dried at room temperature.

The synthesis procedure of aminodextran protected Pt nanopar-
ticle was similar to dextran protected Pt NSs, except that 20 mL of
2 mg mL−1 aminodextran solution was used [7].

2.3. Electrochemical experiments

The immobilization of nanowire-like Pt NSs on GCE (3 mm
in diameter) was prepared using a procedure similar to that
reported by Crooks for the modification of dendrimer-encapsulated
Pt nanoparticles [9]. GCE was polished with 0.3 �m alumina slurry
and then washed ultrasonically in water for a few minutes. The
cleaned GCE electrode was dried with high-purify nitrogen steam
for the next modification. The freshly polished GCE was placed in
10 mL as-prepared nanowire-like Pt NSs solution containing 0.1 M
LiClO4, and then the potential was scanned three times between 0
and 1.0 V with the scan rate of 10 mV s−1. The modified electrodes
were rinsed with distilled water to remove the loosely bounded
nanowire-like Pt NSs, and then immersed in 0.5 M H2SO4 solution
for electrochemical measurement.

Electrochemical measurements were performed with CHI 660B
electrochemical workstation (USA). Conventional three-electrode
electrochemical cell with the modified GCE as the working elec-
trode, a large platinum foil as the auxiliary electrode and an Ag/AgCl
(saturated KCl) electrode as the reference electrode.

2.4. Instrumentations

UV–vis detection was carried out on a Cary 50 UV–vis
spectrophotometer (Varian, USA). The TEM measurement was per-
formed on a JEOL 2010 transmission electron microscopy operated
at an accelerating voltage of 200 kV. Samples for TEM were prepared
by placing a drop of as-prepared nanowire-like Pt NSs solution onto
a carbon-coated copper grid and dried at room temperature. The
dynamic light scattering experiment (DLS) was conducted with a
vertically polarized HeNe laser (DAWNEOS, Wyatt Technology) at
a fixed scattering angle of 90◦ and at a constant temperature of
25 ◦C. X-ray photoelectron spectroscopy (XPS) measurement was
conducted with an ESCALAB MK II spectrometer (VG Co., U.K.).
Fourier transform infrared spectroscopy (FT-IR) was acquired on a
BRUKER vertex 70 FTIR (German). Samples for FT-IR were prepared
by forming thin transparent KBr pellet.

3. Results and discussion

3.1. Formation of nanowire-like Pt NSs

Formation of Pt NSs was confirmed by TEM. Fig. 1A depicts a typi-
cal TEM image of the as-prepared nanowire-like Pt NSs with a molar
ratio of the dextran repeat unit to K2PtCl4 of 23:1. The interesting
features of the morphology of nanowire-like Pt NSs are twofold;
first, the Pt nanoparticles interconnected with each other to form
nanowire-like NSs; second, the nanowire-like structures were sev-
eral nanoparticles wide and comprised bifurcated junction with
outgrowth that often interconnected to produce a branched struc-
ture. High-resolution TEM image that is shown in Fig. 1B reveals that

the nanowire-like NSs are constituted of individual Pt nanoparticles
in the size range 1.7–2.5 nm. The inset of Fig. 1 shows selected-
area electron diffraction patterns of as-prepared nanowire-like Pt
nanostructures, revealing some bright concentric rings, attributed
to the (1 1 1), (2 0 0), (2 2 0), and (3 1 1) diffractions of the Pt fcc
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Fig. 1. Typical TEM and higher magnification TEM images of as-prepared nan

rystal structure. This confirms that the nanowire-like Pt NSs, pre-
ared by this method, crystallize in a phase similar to bulk Pt. A
orresponding particle size distribution histogram (Fig. S-1) was
etermined over 200 nanoparticles from the grid, indicated that
he mean particle diameter is 2.2 nm with monodisperse size.

In order to confirm the formation of nanowire-like NSs in solu-
ion, as-prepared nanowire-like Pt NSs were also studied by DLS
Fig. 2). The hydrodynamic diameter of the as-prepared nanowire-
ike Pt NSs (Fig. 2A) shows two separate distributions. The first
ne indicates that the mean diameter of Pt nanoparticles is 3.4 nm

Fig. 2B), which is 1.2 nm larger than the result of TEM (Fig. 1). It is
ossible that the TEM results are obtained from the dry state of the
s-prepared Pt nanoparticles, while DLS results are obtained from
he hydrated state of dextran, which coated on Pt nanoparticles.
he second one shows a larger hydrodynamic diameter than as-

Fig. 2. DLS data of dextran-protected nanowire-like Pt NSs, whole size distributi
-like Pt NSs where the molar ratio of dextran to K2PtCl4 was 23:1 (A and B).

prepared Pt nanoparticles at the size range of 65.8–390 nm (Fig. 2A).
The second one distribution indicates that nanowire-like Pt NSs
indeed form in solution. The DLS data match the results of TEM
shown in Fig. 1.

3.2. Characterization of nanowire-like Pt NSs

For further characterization of the as-prepared nanowire-like Pt
NSs, UV–vis spectrum, XPS spectrum, and FT-IR spectrum analysis
were carried out. The formation of nanowire-like Pt NSs was con-

firmed by UV–vis spectrum. As shown in Fig. 3a, the absorption peak
of K2PtCl4 at about 215 nm, due to the ligand-to-metal charge trans-
fer transition of the PtCl42− [7]. With refluxing time increased, the
color of the solution gradually changed from yellow brown to dark
brown. The peak at 215 nm finally disappeared after the reaction,

on of nanowire-like Pt NSs (A), and the first size distribution of Pt NSs (B).
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ig. 3. UV–vis absorption of K2PtCl4 (a), dextran protected nanowire-like Pt NSs (b).

ndicating that the PtCl42− ions were completely reduced [7]. The
s-prepared Pt NSs have absorption in all ranges of the UV–vis spec-
rum and the absorption increases with the decrease of wavelength,
s shown in Fig. 3b. The as-prepared nanowire-like Pt NSs are sta-
le for more than one month without any observable aggregation
nder air conditions.

XPS data were collected to examine the change in the oxide
tates for Pt after the reduction reaction occurred. Fig. 4 shows
lear signature of neutral Pt formed in solution. In our previous
eport, the Pt (4f7/2) and Pt (4f5/2) peaks of K2PtCl4 presented at 73.5
nd 76.8 eV, respectively [7]. The XPS spectrum of the as-prepared
anowire-like Pt NSs shows the Pt 4f7/2 and 4f5/2 doublet with the
inding energies of 71.4 and 74.8 eV (Fig 4), respectively. These are
ypical values for Pt0, indicating the formation of Pt NSs [7].

To investigate the protecting mechanism of dextran, FT-IR
xploration was carried out. Both the FT-IR spectrum of pure dex-
ran and dextran protected nanowire-like Pt NSs were recorded
shown in Fig. 5a and b, respectively). Most of IR spectrum of
he nanowire-like Pt NSs is similar to that of dextran except
or some differences [19,20]. The spectrum of dextran coated on
anowire-like Pt NSs exhibits the polysaccharides characteristic
bsorption bands [19,20]. It is well known that the −OH stretching

ode absorption can be used as an indicator of the intermolecu-

ar of hydrogen bonding and lower energies of stretching vibration
orrespond to the increase in the strength of intermolecular of
ydrogen bonding [6,21]. The stretching vibration of −OH expe-
iences a shift from 3430 to 3422 cm−1 with the nanowire-like

Fig. 4. XPS spectrum of dextran protected nanowire-like Pt NSs.
Fig. 5. FT-IR spectra of pure dextran (a) and the nanowire-like Pt NSs (freeze-dried)
(b).

Pt NSs, suggesting the existence of a hydrogen bonding interac-
tion between the dextran molecules and the nanowire-like Pt NSs
surface [6,21].

In the low-frequency region, the peaks of pure dextran at 1427,
1359, and 1279 cm−1 can be assigned to the H–C–OH deforma-
tion vibration mode [19,20]. Many of those peak positions in the
nanowire-like Pt NSs samples are red shift 2–7 cm−1, supporting
the notion that dextran absorbed on the surface of Pt nanoparticles
surface [6,20–25]. The band at about 1160 cm−1 for pure dextran is
assigned to asymmetrical stretching vibration of the C–O–C bond
and glycoside bridge, however, the peak position slightly shifts to
lower frequency (3 cm−1) in the case of surface bound molecules
[19,22,25]. The peak at 1108 cm−1 arises from the vibration of
the C–O bond at the C-4 position of a glucose residue. The peak
at 1015 cm−1 for pure dextran corresponds to the crystalline and
amorphous phase of dextran [22]. The band of 1015 cm−1 is much
weaker in the dextran coated nanowire-like Pt NSs (Fig. 6b), indi-
cates that the dextran adsorbed onto the surface of Pt nanoparticles
is amorphous and less ordered than pure dextran itself [19,22].
The peaks at 915, 846, and 548 cm−1 for pure dextran and dex-
tran coated nanowire-like Pt NSs are due to �-glucopyranose ring
deformation modes [19,22,24,25]. Our FT-IR results confirmed that
dextran could absorb onto the surface of Pt nanoparticles via
hydroxyl group [6,21–24,26,27].

3.3. Ratio dependence and temperature dependence

To further investigate the role of dextran in the formation of
nanowire-like Pt NSs, the influence of molar ratio of the reactants
(here the dextran repeat unit and K2PtCl4, respectively) was stud-
ied in detail. At a 5.8:1 molar ratio of the dextran repeat unit to
K2PtCl4, spherical Pt NSs are obtained (Fig. 6A). DLS data of the
result of Fig. 6A exhibited only one size distribution in size range of
39–72.2 nm. It may be the result of aggregation of small Pt nanopar-
ticles (Fig. S-2). As for 115:1 molar ratio of the dextran repeat unit to
K2PtCl4, we also obtain nanowire-like Pt NSs (Fig. 6B), however, the
nanowires are more loosely compared with the product of Fig. 1.
Interestingly, the size of these Pt nanoparticles at a 5.8:1and 115:1
molar ratio of the dextran repeat unit to K2PtCl4 approximates to the

size of Pt nanoparticles obtained at 23:1 molar ratio of the dextran
repeat unit to K2PtCl4. The state of products of Fig. 6B nanostruc-
tures in solution was also studied by DLS (Fig. S-3), and the results
were closed to the situation described in Fig. 2.
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Fig. 6. Typical TEM images of as-prepared Pt NSs, the molar ratio of dextran

To further identify the controlling factors that lead to the forma-
ion of nanowire-like Pt NSs, temperature dependence experiments
ere performed. Fig. 7A shows the TEM image of the result of

eaction at 180 ◦C for 2 h under hydrothermal condition, the molar
atio of dextran to K2PtCl4 was 23:1. From the TEM image, we can
ee that Pt nanowires were obtained, while this reaction lasted
or 24 h, the same Pt nanowires were obtained, as shown in the
ig. 7B. Fig. 7C shows the TEM image of the results of reaction at
80 ◦C for 24 h where the molar ratio of the dextran repeat unit
o K2PtCl4 was 5.8:1, we also obtained Pt nanowires, however,
he length of as prepared Pt nanowires (Fig. 7C) is much shorter.
s for 115:1 molar ratio of dextran to K2PtCl4, Fig. 7D shows the
esult of its reaction at 180 ◦C for 24 h, Pt nanowires with much
onger length are obtained in the reaction, and a carbon mem-
rane enwraps on the surface of Pt nanowires. All those results

ndicate that dextran may act as a template for the formation of
t nanowire [23], and have great influence on the length of Pt
anowires.

.4. Mechanism

The mechanism of reaction on the formation of nanowire-like Pt
Ss was an interesting topic of the current study. Dextran is com-
osed of d-glucose with a predominance of alpha-1,6-linkages [23].
ecently, dextran has been chosen as a soft template for the syn-
hesis of metallic and metal oxide sponges [23], Ag microcrystals
28], hydroxyapatite [29], and high order zeolite etc. [30]. Taking
ogether all our results, we think the formation of nanowire-like
t NSs was proceeded through a three-stage process [6,31]; first,
2PtCl4 was facilitated into the molecular matrix of dextran by the
xtensive number of hydroxyl groups present in dextran in our
ystems [23]; second, PtCl42− was reduced by dextran to form Pt
anoparticles [23]; third, the Pt nanoparticles could self-assemble
o form nanowire-like aggregates [6,23,31].
Dextran used here acted as a reducing agent as well as a stabilizer
23,26]. However, dextran can only protect nanowire-like Pt NSs by
ydroxyl group and the steric bulk of dextran framework. The bind-

ng interaction between hydroxyl and metal is relatively weak as
ompared with the interaction between metal and typical protect-
PtCl4 was 5.8:1 (A), and the molar ratio of dextran to K2PtCl4 was 115:1(B).

ing groups, such as -SH, -NH3 and –COOH etc. Because it is believed
that -SH, -NH3 and –COOH groups could form covalent and elec-
trostatic interaction with metal [6,26,27]. For conformation of this
result, a control experiment of introducing aminodextran instead
of dextran in the synthesis of Pt nanoparticles was performed. Fig. 8
shows TEM image of the aminodextran protected Pt nanoparti-
cles. The characteristic spherical Pt nanoparticles are observed in
Fig. 8 with a relatively narrow particle size distribution (1.5–3 nm
range). The TEM image of aminodextran protected Pt nanoparti-
cles is consistent with our previous work [7]. The morphology of
aminodextran protected Pt nanoparticles is totoally different with
dextan-protected nanowire-like Pt NSs. Aminodextran can stabi-
lize Pt nanoparticles via amino functional group [7]. Therefore,
nanowire-like Pt NSs were obtained due to the limited protecting
ability of dextran. When the ratio of the dextran to K2PtCl4 was
high up to 115:1 (Fig. 6B), dextran still could not encapsulate the
whole surface of Pt nanoparticles, a loosely nanowire-like Pt NSs
was obtained [6]. By decreasing the ratio of the dextran to K2PtCl4
to 23:1 (Fig. 2), breadth of the nanoparticle chains became slimmer,
while the length of the nanoparticle chains became longer. When
the ratio of the dextran to K2PtCl4 was decreased to 5.8:1 (Fig. 6A),
only spherical aggregates were obtained.

In summary, those phenomena were consistent with the aggre-
gation mechanism based on the non-uniform distribution of
stabilizers [6,31]. Dextran molecules preferentially adsorbed onto
only a small fraction of the Pt nanoparticles’ surface due to the
different structure of various crystallographic facets [6,31]. The
bare surfaces of Pt nanoparticles that were not protected by the
dextran oriented against each other to form the nanowire-like Pt
nanostructures. Increasing the dextran concentration meant that
dextran molecules might start to be adsorbed on less preferred
crystal surface of Pt nanoparticles, and the contact opportunity
for Pt nanoparticles with each other decreases, which leads to the
formation of a loosely nanowire-like Pt nanostructures [6,31]. In

addition, the long-range order dipole–dipole between Pt nanopar-
ticles, which originated from non-uniform distribution of the
stabilizer of the surface of Pt nanopoarticles, may also play an
important role in the formation of nanowire-like Pt nanostructures
[32].



562 W. Yang et al. / Talanta 78 (2009) 557–564

F or 2 h
1 f reac
r 115:1

3
a

p
m
a
g
e
a
t
t
G
e
i
p
t
a
u
n

ig. 7. Typical TEM images of as-prepared Pt NSs, the result of reaction at 180 ◦C f
80 ◦C for 24 h where the molar ratio of dextran to K2PtCl4 was 23:1 (B), the result o
esult of reaction at 180 ◦C for 24 h where the molar ratio of dextran to K2PtCl4 was

.5. Electrochemical properties and electrocatalytic activity of the
s-prepared nanowire-like Pt NSs

It is well known that Pt nanostructures exhibit high catalytic
roperties for many reactions. These unique catalytic properties
ake Pt NSs to be a promising candidate in the fields of fuel cell

nd electrocatalysis. Here, we studied the as-prepared PNSs for oxy-
en and NADH. The oxygen reduction is very important for polymer
lectrolyte fuel cells (PEFCS), batteries, and many other electrode
pplications [8,9]. Nanowire-like Pt NSs exhibited excellent elec-
rocatalytic activity toward the reduction of O2. Prior to measuring
heir catalytic activities, nanowire-like Pt NSs were deposited onto
CE surfaces using an immobilization method developed by Crooks
t al. [9,33–36]. Crooks, et al have used this method to directly
mmobilize G4-OH encapsulated Pt nanoparticles onto GCE, the as-

repared films were electrocatalytically active for O2 reduction, and
hey were remarkable stable [9]. It was well known that dextran
lso had multiple hydroxyl groups in its structures. Therefore, we
se this method to immobilize dextran (Fig. S-4) and dextran coated
anowire-like Pt nanostructures [9,33–36]. A freshly polished GCE
where the molar ratio of dextran to K2PtCl4 was 23:1 (A), the result of reaction at
tion at 180 ◦C for 24 h where the molar ratio of dextran to K2PtCl4 was 5.8:1 (C), the
(D).

was placed in 10 mL as-prepared nanowire-like Pt NSs solution
containing 0.1 M LiClO4, and then the potential was scanned three
times between 0 and 1.0 with the scan rate of 10 mV s−1 (Fig. S-
5). However, aminodextran protected Pt nanoparticles could not be
deposited onto the surface of GCE using Crook’s method, and the
exact reason was still not known.

Cyclic voltammogram (CV) measurements confirmed the immo-
bilization of as-prepared nanowire-like Pt NSs. Fig. 9 shows the
cyclic voltammogram of GCE modified with nanowire-like Pt NSs
in 0.5 M H2SO4 saturated with nitrogen at a scan rate of 50 mV s−1

from −0.2 to 1.5 V. It can be seen that GCE modified with nanowire-
like Pt NSs produced high specific current in the hydrogen region
from −0.2 to 0.15 V. The platinum oxide was reduced at about 0.33 V.
The electrochemical properties of as-prepared nanowire-like Pt NSs
were consistent with those of bare platinum electrode, indicating

the as-prepared nanowire-like Pt NSs had an active surface [8,9].

The electrocatalysis of the as-prepared nanowire-like Pt NSs
toward oxygen reduction was also investigated [8,9]. Fig. 10 shows
the typical cyclic voltammograms of the oxygen reduction at the
nanowire-like Pt NSs modified GCE in a 0.5 M H2SO4. Curves a and
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Fig. 10. Typical cyclic voltammograms of the oxygen reduction at as-prepared
nanowire-like Pt NSs modified GCE in a N2-saturated 0.5 M H2SO4 (a), air-saturated
0.5 M H2SO4 (b), and oxygen-saturated 0.5 M H2SO4. Scan rate: 50 mV s−1.
Fig. 8. Typical TEM image of aminodextran protected Pt nanoparitcles.

correspond to the CV of the modified electrode in N2-saturated
.5 M H2SO4 and in air-saturated 0.5 M H2SO4. In the presence of
xygen (Fig. 10c), the nanowire-like Pt NSs exhibited high electro-
atalytic activity toward oxygen, and the reduction peak at about
.25 V in 0.5 M H2SO4 saturated with oxygen.

The electrocatalysis of the as-prepared nanowire-like Pt nanos-
ructures toward the oxidation NADH was also investigated [37,38].
or further electrochemical measurements, the electrode was then
ransferred into the phosphate buffer with or without NADH. Fig. 11
hows typical voltammograms demonstrating the electrocatalytic

ctivity of GCE modified with nanowire-like Pt NSs for the oxidation
f NADH. Voltammogram a observed in the absence of NADH that
here was a tail-like response without any well defined peak for
CE modified with nanowire-like Pt NSs. However, voltammogram

ig. 9. Cyclic voltammogram of GCE modified with nanowire-like Pt NSs in 0.5 M
2SO4 saturated with nitrogen. Scan rate: 50 mV s−1.
Fig. 11. Cyclic voltammograms of (a and b) nanowire-like Pt NSs modified GCE elec-
trode in the absence (a) and the presence (b and c) of 1 mM NADH. Voltammogram
(c) was obtained at a bare GCE. Scan rate: 10 mV s−1.

b observed in the presence of NADH showed an enhanced oxida-
tion current and a large negative shift in the anodic peak potential
of about 50 mV, compared with that obtained at the bare GCE as
shown in voltammogram c [38]. We also have done a control exper-
iment. Fig. S-6 depicts a cyclic voltammogram for NADH at a Pt
electrode. The irreversible oxidation of NADH at the Pt electrode
surface requires a high overpotential [37]. These results demon-
strated the electrocatalytic oxidation of NADH by nanowire-like Pt
NSs.

4. Conclusion

We have reported a green chemical strategy for the one-step
preparation of nanowire-like Pt NSs using dextran. Dextran acted as
the reducing agent, protective agent, and template in the reaction.
The as-prepared nanowire-like Pt NSs were very stable. TEM images
indicated that those nanowire-like Pt NSs were constituted of indi-
vidual Pt nanoparticles in the size range 1.7–2.5 nm. It was also

found that the molar ratio of dextran to K2PtCl4 played an impor-
tant role in the formation of well-defined nanowire-like Pt NSs. Only
the dextran repeat units molar ratio to K2PtCl4 being controlled
at proper ratio (23:1), well-defined nanowire-like Pt NSs could be
obtained. Our work here may open up a new possibility for the
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reparation of Pt NSs by use of polysaccharide as template. More-
ver, thus formed nanowire-like Pt NSs can be immobilized onto
he surface of GCE using an electrochemical attachment method via
OH of dextran. The resulting film exhibited good catalytic activities
or the reduction of oxygen and the oxidation of NADH. Therefore,
hey hold great promise for catalytic and bioanalytical applications.
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a b s t r a c t

A novel Cu2O–SiO2 nanostructured particle was synthesized by a solution-phase method and was adopted
for construction of a label-free amperometric immunosensor. The porous Cu2O–SiO2 nanoparticles had
good redox electrochemical activity, large surface-to-volume ratio, film-forming ability and high stability.
The physical morphology and structure of Cu2O–SiO2 nanoparticles were examined by scanning electron
microscope (SEM) and transmission electron microscopy (TEM). The chemical component of Cu2O–SiO2

was confirmed by X-ray photoelectron spectroscopy (XPS) and auger electron spectra (AES). The electrode
modification process was probed by cyclic voltammetry (CV) and the performance of the immunosensor
was studied by differential pulse voltammetry (DPV) measurements. To improve the analytical character-
istics of the immunosensor, the experimental conditions were optimized. The immunosensor exhibited
Ferritin
Amperometric immunosensor

a good response to ferritin in ranges from 1.0 to 5.0 and 5.0 to 120.0 ng mL−1 with a detection limit of
0.4 ng mL−1. The fabricated immunosensor could make a low-cost, sensitive, quantitative detection of
ferritin, and would have a potential application in clinical immunoassays.
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. Introduction

Ferritin, as an iron storage protein, which distributes in body’s
iver, spleen and marrow, has drawn much attention for its biolog-
cal properties [1]. It is a tumor marker which plays an important
art in iron metabolism in organisms [2]. Normal value of ferritin

n a healthy adult serum is less than 200 ng mL−1 for men and
0 ng mL−1 for women [3].

Nowadays, immunoassay has been applied widely in many fields
uch as clinical chemistry, food industry and environment analysis.
lectrochemical immunosensor is a device based on the specific
mmunoreaction of antibody and antigen. Along with the progress
f biosensors, many kinds of special materials were employed
o fabricate biosensors, such as sol–gel materials, polymers and
anomaterials. Sol–gel materials such as organic–inorganic chi-
osan composite film were often utilized to entrap proteins owing
o their excellent film-forming ability, physical rigidity, chemi-

al inertness and thermal stability [4,5]. A molecularly imprinted
iocompatible polymer was still used for biosensor modification
aterials because of its lock–key structure [6]. More importantly, as

s known to all, the development of nanomaterials have revolution-

∗ Corresponding author. Tel.: +86 23 68252277; fax: +86 23 68252277.
E-mail address: yuanruo@swu.edu.cn (R. Yuan).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.017
© 2008 Elsevier B.V. All rights reserved.

ized the fields of biosensors. Various nanoparticles were adopted
for construction process of biosensors like gold [7], silver [8], and
platinum metals [9] for their high surface area, strong adsorp-
tion ability, good biocompatibility, and a heterogeneous electron
transfer catalyzing ability [10]. Recently, hybrid nanomaterials have
drawn much attention by biosensor researchers because they not
only show their unexpected combined properties of the origi-
nal components but also cause changes in optical, chemical or
other performances compared with those of the individual compo-
nents. For example, nanocomposites with carbon nanotubes [11],
core–shell nanoparticles [12] were applied to fabricate biosensors.
These hybrid nanomaterials show good stability and bioactivity for
protein immobilization, but few of them have redox electrochemi-
cal activity, which are important and deserve attentions. In present
work, the porous Cu2O–SiO2 nanoparticles were prepared and they
showed the particular performance of good redox electrochemical
activity, large surface-to-volume ratio and high stability.

Cu2O is a brick-red p-type semiconductor with a band gap
of about 2.17 eV. It attracts considerable interest as it has latent
applications in gas sensors, solar energy conversion, electron-

ics, magnetic storage, catalysis, lithium ion batteries and other
fields [13,14]. Different morphology of Cu2O has been obtained
by many methods: electrolysis [13], electrodeposition onto single-
crystalline silicon [15], deposition without any template or
surfactant [14], reduction of cupric salts [16]. However, it rarely
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Fig. 1. Schematic illustration o

pplies in immunoassays because nano-Cu2O inclines to aggregate
nd is hard to be coated on the electrode directly. Nano-SiO2 is
porous and hydrophilic material which has surface –OH groups

17]. It is often used as a substrate or template for preparation of
aterials [18]. Some core–shell structured sphere like SiO2/ZnS and

iO2/Au had been studied in many literatures [19,20]. In previous
ork, we have synthesized many types of hybrid nanomaterials

uch as CoFe2O4/SiO2 composite nanoparticles, thionine (TH)-
oped magnetic gold nanospheres and so on [21,22]. In this study,
new kind of hybrid nanomaterials, comprised of Cu2O and SiO2,
as obtained by solution-phase method. The Cu2O–SiO2 nanopar-

icles containing –OH groups were a porous material. Significantly,
t exhibited good conductivity and efficient redox activity resulted
rom the Cu(I) and Cu(II) [23]. Thus, the Cu2O–SiO2 nanoparticles
ith film-forming ability and good biocompatibility would have a
otential application in immunoassays.

In present work, a new immunosensor was proposed using
nti-ferritin and ferritin as a model system. Firstly, a mono-
ayer of (3-mercaptopropyl) trimethoxysilane (MPS) which had
hiol headgroup was formed on the Au electrode by S–Au bond
24]. Subsequently, Cu2O–SiO2 can be adsorbed onto the elec-
rode surface to obtain a porous nanostructured film via the
ovalent bond formed by the methoxysilane groups of MPS point-
ng outward and the surface –OH groups of SiO2 [25]. Then one

ind of organic compound (PTC-NH2) was employed to drop on
he Cu2O–SiO2/MPS/Au electrode, synthesized by ammonolysis
f 3,4,9,10-perylenetetracarboxylic dianhydride (PTCDA). PTCDA
s a kind of p-stacking organic molecules which has the desir-
ble organic electronic properties and interspaces on the surface

Fig. 2. TEM of pure Cu2O (A) and C
ication of the immunosensor.

[26]. Later, nano-Au was adsorbed on the surface of the PTC-NH2
film through Au–NH2 bond. Then the amperometric biosensor for
detection of ferritin was constructed by adsorption of anti-ferritin
onto the nano-Au monolayer. Lastly, BSA was used to block pos-
sible remaining active sites. The Cu2O–SiO2 nanoparticles were
characterized by scanning electron microscope (SEM), transmis-
sion electron microscopy (TEM), X-ray photoelectron spectroscopy
(XPS) and auger electron spectra (AES). The electrode modification
process was probed by cyclic voltammetry (CV), the optimization
of the experimental conditions and the performance of the fer-
ritin immunosensor were studied by differential pulse voltammetry
(DPV).

2. Experimental

2.1. Reagents and materials

Anti-ferritin and ferritin were purchased from ABBOMAX Co.
(USA). MPS was obtained from J&K Chemical Co. Ltd. (Beijing,
China). PTCDA was purchased from Lian Gang Dyestuff Chemical
Industry Co. Ltd. (Liaoning, China). Bovine serum albumin (BSA)
(96–99%), gold chloride (HAuCl4) and sodium citrate were obtained
from Sigma Chemical Co. (St. Louis, MO, USA). Copper sulfate,
hydrazine hydrate, ethylenediamine, cetyl trimethylammonium

bromide (CTAB), tetraethyl silicate (TEOS) and other chemicals were
of analytical grade and purchased from regular company.

Quantities of PTCDA were dissolved in acetone under stirring,
and then excessive ethylenediamine was added drop by drop. After
the reaction ended, wash the precipitate with acetone and ethanol.

u2O–SiO2 nanoparticles (B).
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TC-NH2 was dispersed homogeneously in the ethanol solution.
SiO2 was prepared according to Ref. [27].
Au colloid was obtained according to Ref. [28].

.2. Apparatus

Cyclic voltammetric and differential pulse voltammetry mea-
urements were carried out with a CHI 610A electrochemistry work-
tation (Shanghai CH Instruments, China). A three-compartment
lectrochemical cell contained a platinum wire auxiliary elec-
rode, a saturated calomel reference electrode (SCE) and the

odified gold electrode (˚= 4 mm) as working electrode. The
tructure of Cu2O–SiO2 was estimated by TEM (H600, Hitachi
nstrument, Japan). The electrode modification was characterized
y SEM (S-4800, Hitachi, Tokyo, Japan). XPS and AES spectrome-
er (ESCALAB250, Thermoelectricity Instruments, USA) were used
o analyze the component of the Cu2O–SiO2 nanoparticles. The
H measurements were made with a pH meter (MP 230, Mettler-
oledo, Switzerland) and a digital ion analyzer (Model PHS-3C,
azhong Instruments, Shanghai, China).

.3. Preparation of Cu2O–SiO2 nanoparticles

Cu2O–SiO2 nanoparticles were prepared according to the fol-
owing steps: 2.5 g CuSO4·5H2O and 5.0 g NaOH were dissolved into
00 mL distilled water. Then the suspension was centrifuged till the
H was near to 7.0. Later, the precipitate was dispersed in 30 mL
ater and then 30 mg surfactant of CTAB was added. After mag-
etically stirring for 30 min, 10 mL suspension of SiO2 was mixed.
inally, 4.5 mL hydrazine hydrate (1 mol/L) was dropped slowly
nder vigorous stirring. The mixture was centrifuged, washed, and
ispersed in distilled water. Pure Cu2O, which was for contrast, was
btained from Ref. [16] with slight modification.

.4. Modification of the immunosensor

The schematic graph of the fabrication process was shown in
ig. 1. Firstly, the gold electrode was pretreated according to lit-
rature [29]. Then the Au electrode was dipped into MPS solution

5 mmol L−1) for 30 min to obtain a MPS monolayer (Fig. 1a). Sub-
equently, 10 �L Cu2O–SiO2 was coated on the electrode and dried
n the air (Fig. 1b). Later, 10 �L PTC-NH2 suspension was dropped
Fig. 1c) and then the electrode was immersed into Au colloid for 8 h
t 4 ◦C (Fig. 1d). In succession, anti-ferritin (FeAb) was adsorbed by

ig. 3. XPS spectrum (image A) obtained for different coverages of pure Cu2O (a), pure SiO
egion of pure Cu2O (a) and Cu2O–SiO2 nanoparticles (b). AES (image C) of pure Cu2O (a)
(2009) 596–601

incubating into FeAb solution for 12 h (Fig. 1e). At last, BSA solution
(0.25%) was used for blocking non-specific adsorption (Fig. 1f). The
fabricated immunosensor was stored at 4 ◦C when not in use.

3. Result and discussion

3.1. Transmission electron microscopy, X-ray photoelectron
spectroscopy and auger electron spectra measurement of
Cu2O–SiO2 nanoparticles

TEM was used to confirm the configuration of the Cu2O–SiO2
nanoparticles. In Fig. 2, the micrographs of pure Cu2O (A) and
Cu2O–SiO2 (B) were shown for contrast. Cu2O crystals with an
average size of 50 nm were obtained from Fig. 2(A). They had poly-
hedron structures because some hexagons could be clearly seen in
the image. From Fig. 2(B) we can judge that there were two kinds
of particles with different colors. The darker particles about 50 nm
was Cu2O while the lighter one outside was SiO2, indicating that
the porous SiO2 was on the surface of Cu2O. It can be concluded
that the Cu2O–SiO2 film was porous, had surface –OH groups and
large specific surface area due to SiO2.

XPS is a surface technique which has been extensively used in
the chemical analysis of copper oxides to judge its oxidation state.
XPS of Cu2O–SiO2 had been detected in comparison with pure Cu2O
and SiO2. In Fig. 3(A), pure Cu2O (curve a) and Cu2O–SiO2 (curve
c) had the peak at 932.24 eV and it was in agreement with that of
Cu2O reported in other works [30,31]. Similarly, Cu2O–SiO2 had the
peak of SiO2 at 102.47 eV that correspond to the pure SiO2 (curve b).
Fig. 3(B) shows the XPS analysis of Cu2O–SiO2 and pure Cu2O from
960 to 930 eV by the step of 0.1 eV, from which we can see Cu 2p
level was split into two sublevels: 2p3/2 and 2p1/2. From curve b of
Fig. 3(B), it was obviously seen that two peaks of the photoelectron
spectrum of Cu 2p core level of Cu2O–SiO2, which are same to pure
Cu2O (curve a) [32].

AES is also useful in distinguishing oxidation states between
Cu(I) and Cu(II). Thus AES was employed to confirm the component
of Cu2O–SiO2 combining with XPS. Fig. 3(C) shows AES measure-
ment of pure Cu2O (curve a), Cu2O–SiO2 nanoparticles (curve b).
According to the report, the position of the kinetic energy (KE) of

Cu2O–SiO2 at 917.13 eV is for Cu2O [33]. The results were consistent
with above XPS results, showing firmly the chemical component of
Cu2O–SiO2 nanoparticles.

Concerning the fabrication of the Cu2O–SiO2 nanoparticles, this
mechanism assumes that the cupric hydroxide colloid, obtained

2 (b), Cu2O–SiO2 nanoparticles (c). XPS spectrum (image B) in the Cu 2p core level
and Cu2O–SiO2 nanoparticles (b).
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ig. 4. SEM of pure Cu2O (A), pure SiO2 (B), Cu2O–SiO2 nanoparticles modified su
odified surface (E).

rom reaction of CuSO4·5H2O and NaOH, had adsorbed sodium ions
n the solution, so charged positively. When SiO2 was added, it
as adsorbed onto the surface of cupric hydroxide colloid because

iO2 charged negatively [34]. As we know, the surface of SiO2 was
orous, so when the reductant N2H4 was added, N2H4 came into
he inside through the small finestra of SiO2. Therefore, cupric
ydroxide colloid was deoxidized to Cu2O under the surrounding
f SiO2. The overall reaction of the system was thought to be as
ollows:

upric hydroxide colloid
N2H4−→ Cu2O + N2 + H2O

.2. Scanning electron microscope of the modification process of
mmunosensor
SEM was used to characterize the stepwise fabrication process
f immunosensor. Many octahedral single crystals of pure Cu2O
an be found in Fig. 4(A), the same configuration of Cu2O was also
btained in other literatures [14,35]. It corresponded with the result
(C), PTC-NH2/Cu2O–SiO2 modified surface (D) and nano-Au/PTC-NH2/Cu2O–SiO2

of TEM image. From Fig. 4(B), we can see the surface of pure SiO2
was porous and had a lot of small finestra. Fig. 4(C) shows the
image of Cu2O–SiO2 film, from which the morphology of Cu2O–SiO2
nanoparticles can be seen, exhibiting SiO2 had covered with Cu2O
because there were many porous particles in sight. It can be con-
cluded that SiO2 was on the surface of Cu2O. Fig. 4(D) shows the
image of PTC-NH2/Cu2O–SiO2 modified surface, the size of PTC-
NH2 was about 500 nm. There were many interspaces on the surface
which can integrate with Cu2O–SiO2. As shown in Fig. 4(E), many
small bright particles can be observed on the PTC-NH2 film, indi-
cating that nano-Au had been adsorbed successfully because of the
strong bond between –NH2 and nano-Au.

3.3. Cyclic voltammetric behavior of modified electrode
CV has been proved that it is a useful technology to probe
the process of electrode modification. As shown in Fig. 5, the
CVs of differently modified electrodes were given in the poten-
tial range of −0.4 to 0.4 V in 6.0 BR buffer with a scan rate of
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Fig. 5. CVs of the electrodes in 6.0 BR buffer solution: bare gold electrode
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a), MPS modified electrode (b), Cu2O–SiO2/MPS modified electrode (c), PTC-
H2/Cu2O–SiO2/MPS modified electrode (d), nano-Au/PTC-NH2/Cu2O–SiO2/MPS
odified electrode (e), FeAb/nano-Au/PTC-NH2/Cu2O–SiO2/MPS modified electrode

f), ferritin/BSA/FeAb/nanoAu/PTC-NH2/Cu2O–SiO2/MPS modified electrode (g).

00 mV s−1. The image showed the CVs of bare gold electrode
Fig. 5a) and MPS (Fig. 5b) modified electrode, in which no peak
as observed as a result of lack of redox-active material. When

he electrode was coated with Cu2O–SiO2 nanoparticles (Fig. 5c),
here was a good pair of redox peak. It was the reason that
u2O–SiO2 was an excellent redox-active material attributed to
he redox reaction of Cu(I) and Cu(II). After PTC-NH2 (Fig. 5d)
as coated, the peak current decreased because PTC-NH2 would
inder the transfer of electrons. The anodic and cathodic peaks

ncreased when Au colloid was adsorbed onto the surface of the
TC-NH2/Cu2O–SiO2/MPS modified electrode (Fig. 5e), because
ano-Au could accelerate the reaction of Cu(I)/Cu(II). Fig. 5f shows
n obvious peak decrease for the adsorption of FeAb onto the
urface of the electrode. It was due to that antibody was a kind
f protein which would block the electron diffusion toward the
lectrode surface. After the fabricated immunosensor was incu-
ated with 20 ng mL−1 ferritin (Fig. 5g), a decline could be seen,
or antigen–antibody complex acted as the inert electron and

ass transfer blocking layer. CV responses of the immunosen-
or at different scan rates were recorded. The result showed that
he peak current increased with the scan rates in the range of
5–250 mV s−1. Square root of scan rate showed a linear relation
ith peak current, indicating a diffusion-controlled behavior of the

mmunosensor.
.4. Optimization of the experimental conditions

DPV technology was used to optimize the experimental condi-
ions of the immunosensor. It was carried out in the potential range
f −0.3 to 0.2 V in BR buffer solution.

Fig. 6. Effect of pH (A), temperature (B), incubation ti
(2009) 596–601

3.4.1. Influence of pH value
The performance of the immunosensor was related to the pH

value of the detection solution. The effect of pH on the DPV peak
current was tested over a pH range from 4.0 to 8.5. From Fig. 6, we
can see the peak current reach the highest at the value of 6.0. It was
presumed that Cu2O may dissolve under strong acidic condition,
while SiO2 may react with OH− under alkali condition. So we use
pH 6.0 as experimental condition.

3.4.2. Influence of incubation temperature
Incubation temperature would also affect the performance

of the immunosensor. The immunosensor was incubated with
20 ng mL−1 ferritin (pH 6.0) under a range of temperature from 15 to
50 ◦C. Fig. 6(B) exhibited a rapid decline of peak current before 35 ◦C
and there was a little change from 35 to 50 ◦C. It was due to that fer-
ritin and FeAb had combined gradually. On the other hand, protein
may lose bioactivity at high temperature, so 35 ◦C was selected to
be the incubation temperature.

3.4.3. Influence of incubation time
Incubation time was an important effect factor of the

immunosensor. The immunosensor was incubated with the same
concentration of ferritin (pH 6.0) at 35 ◦C for 5, 10, 15, 20, 25, 30,
35, 40 min. It was found that the peak current decrease with the
increasing incubation time in Fig. 6(C). But after 30 min, the cur-
rent response was stable because ferritin and FeAb had combined
entirely. So we choose 30 min as incubation time.

3.5. The performance of the immunosensor

3.5.1. The response of the immunosensor to ferritin
DPV technology had been used to check the response of the

immunosensor to different concentration of ferritin. As seen in
Fig. 7, the current peak decreased with the increasing concen-
tration and it was proportional to the ferritin concentration in
two ranges (inset): 1.0–5.0 ng mL−1 (Fig. 7A) and 5.0–120.0 ng mL−1

(Fig. 7B). The linear regression equation was I = −39.1 + 1.7Cferritin
and I = −30.1 + 0.1Cferritin, with a correlation coefficient of 0.9938
and 0.9951, respectively. The limit of detection was estimated at
0.4 ng mL−1 by three times of the standard deviation of the blank.

3.5.2. Stability and repeatability of the immunosensor
The immunosensor was estimated by performing three cycles

per day. The data was collected 15 days. It showed that the last DPV
peak current retained 87.6% of its initial current, which proved the
fabricated immunosensor had good stability.
In order to know the repeatability of the sensor, 100 continuous
cycle scan was carried out in the potential range from −0.3 to 0.2 V
with a scan rate of 100 mV s−1. A decrease of about 8.4% of the initial
DPV response signal was observed. The result of repeatability in my
experiment was acceptable.

me (C) on the immunosensor current response.
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Fig. 7. DPVs of the immunosensor at different ferritin solutions with concentrations
of 1.0, 2.0, 3.0, 5.0, 15.0, 30.0, 50.0, 80.0, 120.0 ng mL−1 under optimal conditions. The
inset shows linear relationship between the current response and ferritin concen-
tration in ranges of 1.0–5.0 ng mL−1 (A) and 5.0–120.0 ng mL−1 (B).

Table 1
Experimental results of different methods obtained in serum samples.
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[
[32] J.B. Reitz, E.I. Solomon, J. Am. Chem. Soc. 120 (1998) 11467.
LISA (ng/mL) 3.52 41.87 72.26 26.35 96.73 107.64
his method (ng/mL) 3.41 44.38 75.85 24.92 94.59 112.06
elative deviation (%) −3.13 +5.99 +4.97 −5.43 −2.21 +4.11

.5.3. The preliminary application of the immunosensor
To investigate the performance of the immunosensor for detec-

ion of ferritin, three blank human serum samples, adding different
oncentration of ferritin were assayed. The value of ferritin obtained
y the proposed immunosensor were 23.2, 57.8, 102.6 ng mL−1,
hile the standard concentration were 25.0, 60.0, 100.0 ng mL−1.

he recovery rate was in the range of 92.8–102.6%.
To further demonstrate the clinical applications of the developed

mmunosensor, six serum samples from the Ninth People’s Hospi-
al of Chongqing, China, were analyzed by this method to compare
ith ELISA method. These serum samples were diluted to different

oncentrations with a PBS of pH 7.5. Table 1 shows the compari-
on results between the two methods. The relative error was from
2.21 to 5.99%, suggesting an acceptable agreement. Thus, the pre-

ented immunosensor could be satisfactorily applied to the clinical
etermination of ferritin in human serum.

. Conclusions
In the study, we have presented a strategy for preparing
orous Cu2O–SiO2 nanostructured film with large specific surface
rea and redox electrochemical activity. The resulting Cu2O–SiO2
anoparticles were used for construction of a novel immunosen-
or. The fabricated amperometric immunosensor exhibited direct

[
[
[

(2009) 596–601 601

quantification and high sensitive detection of ferritin without a
labeling step, which demonstrated the application prospect of
the Cu2O–SiO2 nanoparticles. It is expected that this technique of
immunosensor fabrication will be useful for immunoassays.
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a b s t r a c t

An improved sheath-flow interface used to couple capillary electrophoresis (CE) with inductively coupled
plasma mass spectrometry (ICP-MS) and a microwave-assisted extraction used to extract each arsenic
species in seafood were developed in this work. The improved sheath-flow interface completely avoids
laminar flow in CE capillary caused by the suction from ICP-MS, makes electric supply more stable in
CE, and transports analyte solution to ICP-MS easily and more efficiently. CE-ICP-MS coupled with our
interface have two quantitative analysis modes: continuous sample-introduction mode and collective
sample-introduction mode. The collective sample-introduction technique greatly reduced the dead vol-
ume of interface to approximately zero, obviously avoided the excessive dilution of analyte, and eventually
led to a much lower detection limit and a much better electrophoretic resolution. This was demon-
strated by the better symmetry and narrow peak widths (10–12 s) and much lower detection limits
(0.030–0.042 �g/L) of four species of arsenic determined with collective sample-introduction mode.

With the help of this improved sheath-flow interface and the microwave-assisted extraction, we

have successfully separated and determined four arsenic species, As(III), As(V), monomethylarsonic acid
(MMA) and dimethylarsinic acid (DMA) in dried Mya arenaria Linnaeus and Shrimp samples using CE-
ICP-MS within 10 min with a relative standard deviation of 2–4% (peak areas, n = 6) and a recovery of

96–105%.

. Introduction

Many researches have reported that the toxicity and bio-
vailability of an element are rather dependent on its speciation
1–5]. For example, different species of arsenic has quite different
oxicity and accumulative capability in the environment and bio-
ogic tissues [6–10]. Especially, arsenic is abundant in seafood at
oncentrations as high as several hundred micrograms per gram
11], therefore, it is very important to analyze the concentrations of
ndividual arsenic species in seafood in order to evaluate the level
f toxicity.

So far, the main techniques employed to the speciation analysis
f arsenic are based on the combination of separation techniques

uch as liquid chromatography (LC) or gas chromatography (GC) and
lement-selective detectors such as inductively coupled plasma
ass spectrometry (ICP-MS), inductively coupled plasma emission

pectrometry (ICP-ES), molecular UV-spectrometry, atomic absorp-

∗ Corresponding author. Tel.: +86 591 28306608; fax: +86 591 28306608.
E-mail address: fengfu@fzu.edu.cn (F. Fu).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.11.040
© 2008 Elsevier B.V. All rights reserved.

tion spectrometry (AAS) and so on [12–23]. However, currently
available techniques for speciation analysis of arsenic often suf-
fer from one or more of the following deficiencies: long analytical
time, lower separation efficiency, inadequate stability, amenable to
a limited range of sample types and inadequate detection limits
[24].

Compared to LC and GC, capillary electrophoresis (CE) offers
higher separation efficiency, a relatively rapid separation and
requires much smaller volume of sample [25]. Therefore, the cou-
pling of CE with ICP-MS promises a powerful analytical technique
for the speciation analysis of arsenic [24,26,27]. The coupling of CE
with ICP-MS usually requires an interface that should maintain a
stable electrical connection to CE, efficiently introduces trace ana-
lyte solution into ICP-MS, not degrades the resolution of CE and
not dilutes analyte excessively [28]. Up to now, there are three
kinds of interface used to couple CE with ICP-MS on-line or off-

line: no-sheath-flow interface, sheath-flow interface and hydride
generation interface [29–35]. Among the above three interfaces,
sheath-flow interface received more attention because it trans-
ports analyte solution easily and makes the electrical connection
to CE more stable. However, sheath-flow interface reported previ-
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usly cannot completely avoid laminar flow in CE capillary caused
y the suction from ICP-MS, and finally results in the degradation
f electrophoretic resolution, although makeup solution was intro-
uced to minimize the suction effect. In addition, the introduction
f makeup solution excessively diluted the analyte and finally led
o a relatively lower sensitivity since the flow rate of CE is much
maller than that of ICP-MS.

To perform the speciation analysis of arsenic in seafood, the
xtraction of each arsenic species is another key point. The extrac-
ion method must be capable of quantitatively extracting each
rsenic species from samples without altering the individual
rsenic species during extraction process [36]. So far, solvent extrac-
ion together with agitation, sonication, microwave heating and so
n has been tried to extract organic arsenic species from fish tis-
ues. In this work, we developed an improved sheath-flow interface
sed to couple CE with ICP-MS and a microwave-assisted extrac-
ion used to extract each arsenic species from seafood, in order to
etermine the concentrations of individual arsenic species in Mya
renaria Linnaeus and Shrimp. The improved sheath-flow interface
ompletely avoids laminar flow in CE capillary caused by the suc-
ion from ICP-MS and transports analyte solution to ICP-MS with
wo modes: continuous sample-introduction mode and collective
ample-introduction mode. With the help of this improved sheath-
ow interface and microwave-assisted extraction method, we have
uccessfully coupled CE with ICP-MS and determined four species
f arsenic including As(III), As(V), dimethylarsinic acid (DMA) and
onomethylarsonic acid (MMA) in Mya arenaria Linnaeus and

hrimp.

. Materials and methods

.1. Reagents

The analytical grade of four species of arsenic including As2O3,
MA, MMA sesquihydrate and Na2HAsO4 were purchased from
henzhen Meryer Chemical Technology Co., Ltd. (Shenzhen, China).
he 1000 �g/mL stock standard solution of As(III) was prepared
y dissolving the above As2O3 in 0.2% NaOH solution, and the
000 �g/mL stock standard solutions of DMA, MMA and As(V) were
repared by dissolving the above standard matters in Milli-Q water.
ll the stock standard solutions were stored at 4 ◦C, and the run-
ing standard solutions were prepared by diluted stock standard
olutions to the desired concentration with running buffer solution.
he running buffer solution of 20 mmol/L of NaH2PO4–5.00 mmol/L
f Na2B4O7 (pH 6.50) was prepared by dissolving analytical grade
odium dihydrogenphosphate (NaH2PO4·2H2O) and sodium tetrab-
rate (Na2B4O7·10 H2O), which were purchased from Shanghai
eagents Co., Ltd. (Shanghai, China), in Milli-Q water. All solutions
ere treated by ultrasonic agitation and filtered through a 0.22 �m
embrane filter before use. All experiments were performed at

oom temperature in which the temperature was regulated in
5–27 ◦C by an air conditioner, and water used in this experiment

s Milli-Q water (18.2 M�) prepared by a Milli-Q equipment (Mil-
ipore, Bedford, USA), the super-pure grade of HNO3, CH3OH and
aOH were purchased from Shanghai Reagents Co., Ltd. (Shanghai,
hina).

.2. CE-ICP-MS system

The CE-ICP-MS system consists of an home-made CE system

nd An Agilent 7500ce ICP-MS (Agilent Technologies, USA) which
s equipped with a microconcentric nebulizer (MCN, Agilent Tech-
ologies, USA, optimum flow is 50–200 �L/min). The CE system was

abricated with a 60 cm length × 75 �m i.d. × 375 �m o.d. fused-
ilica capillary (Hebei Yongnian Optic Fiber Factory, Hebei, China)
8 (2009) 471–476

and a high-voltage power supply, which can be operated in a volt-
age range of −30 to +30kV (Shanghai Institute of Atomic Nuclear
Science Research, Chinese Academy of Science, Shanghai, China). A
home-made improved sheath-flow interface (see Fig. 1) was used
to couple CE with ICP-MS.

2.3. The improved sheath-flow interface

The interface used in this study was fabricated on the basis of our
previous work [35] and its schematic diagram was shown in Fig. 1.
As shown in Fig. 1, the interface was composed of a stainless steel
capillary (1.5 cm length × 600 �m i.d. × 800 �m o.d.), some tygon
tubes, two peristaltic pumps, a pulse controller and a three-way
PEEK union. As shown in Fig. 1, two tygon tubes with a inner diame-
ter of 190 �m were inserted into two sides of stainless steel capillary
and the outlet end of the CE capillary was directly inserted into
stainless steel capillary through tygon tube, another side of stain-
less steel capillary connected to peristaltic pump 1 through tygon
tube. The cathode of CE power supply was directly connected to
stainless steel capillary. The pulse controller was used to control
the driving of peristaltic pump 1 and peristaltic pump 2. Unlike our
previous interface [35], a tiny sheath-flow was introduced into the
outlet of CE capillary by pump 1 in order to make the electrical con-
nection to CE easier and more stable, and as well as transports CE
eluent to ICP-MS more smoothly and efficiently.

Compared with other sheath-flow interface reported previously,
the main difference of our interface is that two peristaltic pumps,
pump 1 and 2, were used. The pump 1 was designed to segregate
suction from ICP-MS, control the flow rate of sheath-flow and trans-
port the eluent from the CE to three-way PEEK union, whereas,
pump 2 was designed to finally send eluent from three-way PEEK
union to ICP-MS for the determination and introduce a makeup
solution in order to get a stable atomization and ionization effi-
ciency. For the above features, our improved sheath-flow interface
near the completely avoided suction caused from ICP-MS, trans-
ported eluent of CE to ICP-MS more smoothly and efficiently, made
electric supply in CE much easier and more stable, and finally made
CE-ICP-MS keeps the intrinsic separation-efficiency and resolution
of CE and has much higher sensitivity or much lower detection limit.

2.4. Measuring procedure

The CE capillary was conditioned daily by purging with Milli-Q
water for 10 min, 0.1 mol/L NaOH solution for 10 min, Milli-Q water
for 10 min and running buffer solution for 10 min. Between each
run, the CE capillary was flushed with Milli-Q water and running
buffer solution for 2 min, respectively. The sample was injected into
the CE capillary for determination by electro-migration injection.

As we mentioned above, one of the advantages of our interface
is that CE-ICP-MS coupled with our interface have two quantitative
analysis modes:

(a) Continuous sample-introduction mode: In this mode, our inter-
face works as normal sheath-flow interface reported previously,
standard solution and sample were measured by CE-ICP-MS
under the continuous driving of both peristaltic pumps 1 and
2. The CE eluent was continuously transported into ICP-MS for
determination.

(b) Collective sample-introduction mode: In this mode, the standard
solution or sample was injected into CE for separation under the
stop of peristaltic pump 1 and the driving of peristaltic pump 2

in order to completely avoid the suction effect caused by ICP-
MS. When one analyte was completely separated and eluted out
of the CE capillary (according to the migration time obtained
with continuous sample-introduction mode), then, the pump
1 was driven to transport the analyte solution to ICP-MS for
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determination. After the first analyte was transported to ICP-
MS, the peristaltic pump 1 was stopped again until the second
analyte was completely separated and eluted out of the CE cap-
illary according to the migration time obtained with continuous
sample-introduction mode, and then the pump 1 was driven to
transport the solution of second analyte to ICP-MS again. The
above process was repeated until all analytes were determined.
The collective sample-introduction mode completely avoided
the suction from ICP-MS, greatly reduced the liquid dead vol-
ume of interface, obviously avoided the excessive dilution of
analyte, and eventually led to a much lower detection limit and
a much better electrophoretic resolution.

. Results and discussion

.1. Optimization of CE-ICP-MS conditions for the analysis of
MA, DMA, As(III) and As(V)

Buffer solution including its chemical components, pH and
oncentration greatly affects the separation of analytes by affect-
ng the migration time of each analyte. In order to obtain a
etter electrophoretic resolution, we optimized buffer solution
nder continuous sample-introduction mode with the similar
anner reported in our previous paper [35]. The experimental

esults showed that the mixture of phosphate and borate (phos-
hate:borate = 4:1, mole concentration) gave the most acceptable
eparation efficiency and reproducibility, therefore, the mixed solu-
ion of phosphate and borate (4:1, mole concentration) was chosen
s running buffer solution.

The relationship between migration times/resolution and pH
as studied in detail with a phosphate–borate buffer solution in
he pH range of 5.50–6.75, we found that pH 6.50 was the optimum
H value for the separation of As(III), DMA, MMA and As(V).

The effect of concentration of running buffer solution on
he separation was also studied by using different concentration
f phosphate–borate buffer solution (phosphate:borate = 10:2.50,
proved sheath-flow interface.

15:3.75, 20:5.00, 25:6.25 and 30:7.50 mmol/L) at pH 6.50. The
results showed that the peak shapes of all four arsenic species
were improved and the migration times became longer with the
increase of the concentration of running buffer solution. Consider-
ing the analytical time and electrophoretic resolution, 20 mmol/L
of NaH2PO4–5.00 mmol/L of Na2B4O7 (pH 6.50) was selected as the
running buffer solution.

Different from the interface reported in our previous paper [35],
in this study, pump 1 was designed not only to transport the ana-
lyte solution eluted out of the CE capillary to three-way PEEK union
but also to introduce a tiny sheath-flow into the outlet of CE cap-
illary, the flow rate of pump 1 will greatly influence the stability,
the peak shapes and the sensitivity. By changing the rate of pump 1
from 1.5 rpm (3 �L/min) to 7.5 rpm (15 �L/min), we found that the
flow rate of 6.0 rpm (12 �L/min) provides a better peak shapes and
sensitivity. Like our previous interface [35], the peristaltic pump
2 was used to further transport analyte solution from three-way
PEEK union to ICP-MS and pump Milli-Q water to ICP-MS nebulizer
in order to achieve stable atomization and ionization efficiency too.
The higher flow rate of pump 2 will excessively dilute the analyte
and results in the degradation of sensitivity, whereas the lower flow
rate of pump 2 will influence the atomization efficiency of analyte
and results in the degradation of sensitivity too. The optimum rate
of pump 2 was selected by changing the rate from 0 rpm (0 �L/min)
to 10.0 rpm (400 �L/min), and the results showed that the flow rate
of pump 2 = 3.0 rpm (120 �L/min) is a best choice. Compared to our
previous interface [35], the optimum flow rates of both pump 1 and
pump 2 are relative small, and this feature is favorable to promise
a higher sensitivity. This will be demonstrated by the detection
limits of both continuous sample-introduction mode and collective
sample-introduction mode shown below.
The effect of the separation voltage on the migration time and
electrophoretic resolution was investigated in the range of 8–18 kV.
The results showed that higher voltage was favorable to shorten
migration time, however, high voltage led to the broadening of peak
due to Joule heating effect. Considering the reproducibility, analyt-
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Table 1
Running parameters of CE-ICP-MS.

Parameter Value

CE voltage 12 kV
Sampling time 10 s
CE capillary i.d. 75 �m; o.d. 365 �m; 60 cm long
Room temperature 25–27 ◦C
Running buffer solution 20 mmol/L NaH2PO4–5 mmol/L Na2B4O7, pH 6.50
Flow rate of pump 1 12 �L/min
Flow rate of pump 2 120 �L/min
RF power 1300 W
Outer plasma gas 13 L/min
Intermediate plasma gas 1.0 L/min
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arrier gas 0.75 L/min
onitored isotope (m/z) 75 (As+)
ebulizer type MCN (optimum flow is 50–200 �L/min)

cal time and peak shapes, +12 kV was selected as the separation
oltage.

Different sample-injection times (5, 10, 15, 20 and 25 s) were
ested in this experiment, and results showed that the signal of ICP-

S becomes higher with the increase of injection time. However,
onger injection time will degrade electrophoretic resolution. Con-
idering both of sensitivity and separation efficiency, we selected
0 s as sample’s injection time.

At above optimum conditions (see Table 1), four species of
rsenic were base line separated within 10 min under continu-
us sample-introduction mode (see Fig. 2a). The same experiment
as repeated for six times, and the R.S.D. (relative standard devi-

tion, n = 6) of migration times was calculated to be 2, 2, 3 and 3%
or As(III), DMA, MMA and As(V), respectively, and that of peak
reas is 5, 5, 4 and 4% for As(III), DMA, MMA and As(V), respec-
ively. The detection limit (3�/S, the concentration necessary to
ield a net signal equal to three times the standard deviation
f the background) calculated with counts is 0.10, 0.18, 0.19 and
.10 �g/L for As(III), DMA, MMA and As(V), respectively under
ontinuous sample-introduction mode. Compared to our previ-
us interface [35], the present one provides much better R.S.D.,
uch higher sensitivity and much lower detection limits under

ontinuous sample-introduction mode, and finally makes contin-
ous sample-introduction mode suitable for quantitative analysis,
hereas the continuous sample-introduction mode of our previ-

us interface is not suitable for quantitative analysis due to bad
eproducibility, lower sensitivity and poor peak shape [35].

.2. Determination of MMA, DMA, As(III) and As(V) with
ollective sample-introduction mode

Fig. 2a shows the electrograms of MMA, DMA, As(III) and As(V)
btained with continuous sample-introduction mode. From Fig. 2a,
e found that the migration time of As(III), DMA, MMA and As(V)
as 366–389, 433–460, 485–509 and 532–559 s, respectively.

Under collective sample-introduction mode, standard solutions
ere injected into CE-ICP-MS for determination with the stop of
ump 1 and the driving of pump 2. The pulse controller was
et to control pump 1 drive at 389 s (the time when As(III) was
ompletely separated and flowed out of CE), 460 s (DMA), 509 s
MMA) and 559 s (As(V)) for 10 s, respectively to transport the
E eluent of each arsenic species to three-way PEEK union and
urther transport it to ICP-MS for determination by pump 2. The
eal electrograms of four arsenic species determined with collec-
ive sample-introduction mode were shown in Fig. 2b. Comparing

ig. 2b with Fig. 2a, we clearly observed that the peak shapes and the
ensitivity of four arsenic species were obviously improved under
ollective sample-introduction mode. The peak widths and detec-
ion limits of four arsenic species are 10–12 s and 0.030–0.042 �g/L,
espectively under collective sample-introduction mode, much
Fig. 2. The electrograms of As(III), DMA, MMA and As(V) under continuous sample-
introduction mode (a) and collective sample-introduction mode (b). The data was
obtained by determining a 25 �g/L mixed standard solution of four arsenic species
with CE-ICP-MS under conditions of Table 1.

smaller than 23–27 s and 0.10–0.19 �g/L obtained with continuous
sample-introduction mode and 14–28 s and 0.3–0.5 �g/L reported
previously for other sheath-flow interfaces [37]. The detection lim-
its of 0.030–0.042 �g/L are also smaller than 0.046–0.075 �g/L
obtained with our previous interface, although the peak widths of
10–12 s are slightly wider than 7–10 s [35]. Our results showed that
the collective sample-introduction mode is suitable for the deter-
mination of samples in which contained much lower arsenic.

3.3. Determination of As(III), DMA, MMA and As(V) in dried Mya
arenaria Linnaeus and Shrimp samples

The applicability of our method to real samples was demon-
strated by the analysis of dried Mya arenaria Linnaeus and Shrimp
samples purchased from the local market. About 0.5 g of sample
was used for the speciation analysis of arsenic. Firstly, about 0.5 g
of dried Mya arenaria Linnaeus or Shrimps was accurately weighed
and was put into a 15 mL polyethylene centrifuge tube, and 5.0 mL of
CH3OH–H2O solution (1:1, v/v) was added. Then, the tube was put
into microwave digester (Sineo Microwave Chemical Technology

Co., Ltd., Shanghai, China) and the microwave digester was pro-
grammed to heat the whole at 60 ◦C for 3 min. After the whole was
cooled to room temperature, the extract solution was separated by
filtering it through a 0.22 �m membrane filter and was diluted to
desired volume with milli-Q water (according to the arsenic con-
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ig. 3. The electrograms of As(III), DMA, MMA and As(V) obtained with continuous
ample-introduction mode and conditions of Table 1. (a) Mya arenaria Linnaeus; (b)
hrimps; (c) dried Shrimps spiked with 8 �g/g of As(III), DMA, MMA and As(V), the
ass of dried Shrimp sample in (c) was a quarter of that in (b).

ent in the sample), and the final solution was used for CE-ICP-MS
etermination.

In this study, the concentrations of As(III), DMA, MMA and As(V)
n dried Mya arenaria Linnaeus and Shrimp were determined with
ontinuous sample-introduction mode. The analytical results were
hown in Table 2, and their electropherograms were shown in Fig. 3.

It was well known, if all arsenics in samples were completely
xtracted and if each arsenic species keep no change during extrac-
ion process are two key points to the speciation analysis of arsenic.
rom results shown in Table 2, we found that the sum of the con-
entrations of each arsenic species is consistent well with the total
oncentrations of arsenic, indicated that all arsenic had been com-
letely extracted using our method. The approximate 100% recovery
or all As(III), DMA, MMA and As(V) (see Table 2) obviously indicated
hat each arsenic species kept no change during extracting and ana-
ytical process, since the recovery of at least one species of arsenic
hould excessively deviated 100% if any arsenic species was changed
uring extracting and analytical process. The detection limits of
ach arsenic species in sample can be calculated according to the
etection limits of instrument and the preconcentration times of
ample. In the case of dried Mya arenaria Linnaeus and Shrimp, 5 mL
xtract solution of 0.5 g sample can be directly analyzed by CE-ICP-
S, therefore the detection limits of each arsenic species in dried
ya arenaria Linnaeus and Shrimp were calculated to be 1.0, 1.8, 1.9
nd 1.0 �g/L for As(III), DMA, MMA and As(V), respectively under
ontinuous sample-introduction mode, and 0.30–0.42 �g/L under
ollective sample-introduction mode.

From the electropherograms shown in Fig. 3, it was clearly found
hat As(III) and DMA were detected in dried Mya arenaria Linnaeus, Ta
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nd As(III) and MMA were detected in dried Shrimps. So far, a lot of
esearches reported that organoarsencials were the major species
f arsenic in marine animals [37,38], only a few report detected
norganic arsenic in marine animals [39]. As shown in Table 2, Mya
renaria Linnaeus and Shrimps contained much more As(III) than
rganoarsencials such as MMA and DMA. The As(III) concentrations
ere detected to be 4.4 and 6.1 �g/g in dried Mya arenaria Linnaeus

nd Shrimps, respectively, much higher than that in other sea foods
eported previously [40], the reasons for the higher As(III) in Mya
renaria Linnaeus and dried Shrimps should be further investigated.

. Conclusion

An improved sheath-flow interface used to couple CE with
CP-MS and a microwave-assisted extraction used to extract each
rsenic species from seafood were developed in this study. The
mproved sheath-flow interface completely avoids the suction
rom ICP-MS, makes electric supply easier and more stable in CE,
ransports analyte solution to ICP-MS easily and more efficiently.
E-ICP-MS coupled with the interface provides two quantita-
ive analysis modes: continuous sample-introduction mode and
ollective sample-introduction mode. The continuous sample-
ntroduction mode works as normal sheath-flow interface reported
reviously and is suitable for the quantitative analysis of sam-
le in which contained relative higher analytes. The collective
ample-introduction technique greatly reduced the liquid dead
olume of interface to approximately zero, obviously avoided the
xcessive dilution of analyte, and eventually led to a much lower
etection limit and a much better electrophoretic resolution. The
eak widths and detection limits of four arsenic species obtained
ith collective sample-introduction mode are 10–12 s (see Fig. 2)

nd 0.030–0.042 �g/L, respectively, much smaller than 23–27 s
nd 0.10–0.19 �g/L obtained with continuous sample-introduction
ode, indicated that collective sample-introduction mode can be

irectly used to analyze the samples contained much lower analyte.
With the help of the improved sheath-flow interface and the

icrowave-assisted extraction, we have successfully determined
s(III), DMA, MMA and As(V) in dried Mya arenaria Linnaeus and
hrimp with a R.S.D. (n = 6) of 2–3% (migration times) and 2–4%
peak areas) and a recovery of 96–105%. All the above features of
he improved sheath-flow interface suggest a good potential to rou-
inely use the interface in coupling CE with ICP-MS for real sample
peciation analysis.
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a b s t r a c t

In this paper, the known multigroup �-ray analysis method for uranium (MGAU) as one of the non-
destructive �-ray spectrometry methods has been applied to certified reference nuclear materials
(depleted, natural and enriched uranium) containing 235U isotope in the range of 0.32–4.51% atom 235U.
Its analysis gives incorrect results for the low component 235U in depleted and natural uranium samples
where the build-up of the decay products begins to interfere with the analysis. The results reveal that
the build-up of decay products seems to be significant and thus the algorithms for the presence of decay
products should be improved to resulting in the correct enrichment value. For instance, for the case of 235U
analysis in depleted uranium or natural ore samples, self-induced X-rays such as 94.6 keV and 98.4 keV
lying in UXK� spectral region used by MGAU can be excluded from the calculation. Because the significant
increases have been observed in the intensities of uranium self-induced X-rays due to �-ray emissions
with above 100 keV energy arising from decay products of 238U and 235U and these parents. Instead, the
Nuclear safeguards use of calibration curve to be made between the intensity ratios of self-fluorescence X-rays to 92* keV
�-ray and the certified 235U abundances is suggested for the determination of 235U when higher amounts

ected

1

m
f
c
fi
a
s
f
t
m
�
M
t
a
d
t
m

U
T

0
d
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. Introduction

The determination of uranium enrichment in samples is a key
easurement for product and process control in enrichment and

uel fabrication plants, technological process measurements, waste
haracterization, tracking of nuclear materials issued in illicit traf-
cking, and homeland security activities against terrorist threats
nd attacks, and it is also very important in internationally nuclear
afeguards inspections to verify that uranium stock is being used
or peaceful purposes. To carry out these inspections, the authori-
ies are looking for rapid and more easy methods. These inspections

ust, of course, be, as far as possible, non-destructive, which favors
-ray spectrometry over other methods like mass spectrometry.
oreover, it is desirable to get the accurate information in a short

ime of period without destroying the material in many nuclear

pplications [1]. Therefore, this aim requires a non-destructive
etection and measurement technique such as �-ray spectrome-
ry. This technique also allows analysts or first responders in situ to

easure, identify and find the location of the radiation sources and
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in the �-ray spectrum acquired for the MGAU analysis.
© 2008 Elsevier B.V. All rights reserved.

radioactive materials. Among the different methods developed in
the �-ray spectrometry, the most widely employed and oldest one is
that “uranium enrichment meter” principle which makes use of the
185.7 keV (57.7%) of 235U full energy peak recorded either with NaI
scintillation detector or with HPGe detectors [2–3]. This principle
requires calibration of instrumentation with use of reference stan-
dard materials having at least two different enrichments by fixing
the measurement conditions, and provided that the measured sam-
ple is identical to the standard materials [4]. Hence in routine field
measurements the necessary calibrations are not always appropri-
ate because of changes in geometry or container wall thickness.
Therefore, the determination of relative abundances of uranium
isotopes has recently been widely performed by �-ray spectrom-
etry utilizing either a set of uranium isotopic reference materials
(SRMs) or a calibrated �-ray detector using a set of radionuclide
standards, or intrinsically calibrated Ge detector without use of any
standards [5–8]. To overcome these difficulties and avoid the use of
external standards, other methods based on self-calibration have
been proposed [9]. More particularly X- and �-ray spectrometry
have been developed or are in progress for uranium enrichment

measurements [10]. Especially, the introduction of MGAU method
for non-destructive analysis of 235U isotope characterization in
depleted, natural or enriched uranium materials demonstrated the
usefulness of intrinsically calibrated measurements for safeguards
inspections. Additionally, MGAU method provides a very rapid
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ssay (30–60 min in routine basis) results for isotopic abundances
hen used a suitable planar/coaxial Ge or a CdZnTe semiconduc-

or detector. Because it is more practical to determine from the
ame spectrum both isotopic ratios and abundances of U and/or Pu
earing samples by using a portable multichannel analyzer (MCA)
ystem equipped with a special high resolution Low Energy Ge (e.g.,
anberra LEGe) detector or Safeguards Coaxial Ge detector (e.g.,
rtec SGD-GEM). Such systems can give the analysts more accurate

esults from the lower part of a �-ray spectrum (below 300 keV)
tilizing multigroup analysis methodology (MGA) for determining
or Pu isotopic abundances. MGAU method was first formulated

nd established in 1994 [11], and since that time, a number of
GAU commercial program versions were released (V.1.0, V.2.2,

.0, V.4.0) or as a MGA++ code suite and it has found a wide appli-
ation in numerous fields as mentioned above. It is reported that
GAU method can be used to determine uranium enrichments of

epleted to several tens of percent 235U atoms in samples, with
oth accuracies and precisions of 1–2% [7]. After testing the per-
ormance of MGAU method in different measurement conditions
nd with reference uranium samples having different physical and
hemical forms, isotopic conditions, the adequacy of MGAU method
as confirmed, however, the tests revealed also a number of major

nd minor deficiencies described in detail [12]. At the same time,
he applicability of MGA method for depleted and natural uranium
sotopic analysis in presence of some actinides in the samples was
nvestigated, and it has been pointed out the remarkable contri-
utions from the actinides to the uranium analytical peaks, thus

eading to erroneous results being 6–25 times higher than their
eclared abundances for uranium isotopic analysis [13].

Since self-induced fluorescence X-rays such as 94.6 keV UK�2
nd 98.4 keV UK�1 are used in URADOS and MGAU methods for the
etermination of uranium enrichment values, it is required to take

nto account the treatment of a very limited and complex UXK�

egion [7,9,11]. Therefore, the aim of the present study is to inves-
igate the effect of changes in the intensity ratios of self-induced
uorescence X-rays lying in UXK� spectral region on uranium
nrichment results obtained by MGAU. As pointed out in Ref. [7],
relation can be established between the known certified 235U

nrichment values and both the intensity ratios of 94.6 keV UK�2
uorescence X-ray to the 92* keV �-ray and of the 98.4 keV UK�1
uorescence X-ray to the 92* keV �-ray from decay product 234Th
f 238U parent, where the symbol (*) denotes almost a real doublet
92.38 + 92.80 keV) peak with an average energy of ∼92.6 keV. To do
his, a spectrum de-convolution process of the superimposed peaks
ying in the UXK� region is treated delicately by non-linear least
quares fitting method employing a Gaussian function for �-ray
eaks and a pseudo-Voigt function for X-ray peaks.

. Experimental

.1. Materials and equipment

In this study, five uranium reference materials SRM series 969
onsisting of nominal abundances of 0.32%, 0.72%, 1.96%, 2.98% and
.51% atom 235U, and additionally two certified natural uranium ore
aterials containing 7.09 wt% uranium (BL-5) and 75.42 wt% ura-

ium (CUP-2) with nominal 235U abundances of 0.72% atom 235U
ere used, as given in Table 1. Each of the SRM 969 samples con-

ained 200.1 ± 0.2 g of U3O8 powder (density: 2.5 g cm−3) encased
n Al cylinder containers with internal dimensions of 70 mm diam-

ter × 20.8 mm height. The powdered-natural ore materials of
00 ± 0.1 g for BL-5 and 25 ± 0.1 g for CUP-2 were filled in plastic
ottles (40 mm diameter) with a 1.5 mm thickness. Then, they were
ealed tightly to ensure radioactive equilibrium attain between
38U and its decay products.
a 78 (2009) 410–417 411

A portable �-ray spectrometry (Canberra U-Pu Inspector 2000),
based on digital signal processing MCA analyzer with a LEGe detec-
tor (Canberra GL0515R) was used. The detector has a planar Ge
crystal with a 500 mm2 active surface and a 15 mm thickness and
its Al window is 0.5 mm in thickness. The detector has a mea-
sured resolution of 597 eV at 122 keV (57Co). It was calibrated to
collect 4096 channel spectra with a gain of 0.07521 keV/channel,
thus covering up to 308 keV energy. The data acquisition was car-
ried out a commercially available gamma spectroscopy software
(Canberra Genie 2000) and then analyzed with a MGAU software
for uranium isotopic analysis. The measurements were performed
with and without use of a 5 cm thick Pb shield against background
radiations, especially for the reduction of �-rays with low energies
below 300 keV. In order to ensure good shapes of full energy peaks
and to minimize peak count losses due to true coincidence sum-
ming effects, the measurements were performed at a distance of
at least 10 cm between sample and detector window. The system
dead time over all measurements were kept below 2.5% to avoid
random coincidence corrections. The measurement periods were
chosen as 10 min, 1 h, 14 h and 24 h to get better counting statistics
of the �-ray spectrum counts.

2.2. Multigroup �-ray analysis method

The multigroup �-ray analysis method for uranium (MGAU)
employs generally X- and �-rays in the 80–130 keV region of a
�-ray spectrum taken from uranium without use of radionuclide
standard sources or nuclear material standards. The descriptions of
peak shapes, efficiencies, geometry, absorbing material effect and
background subtraction considerations of the MGA methodology is
described in detail [6,8]. In the principle of the MGA method, nor-
malized “response functions” are constructed for each individual
isotope based on available a priori information about energies and
intensities of their X- and �-rays. The method for the determina-
tion of the isotopic ratio is to measure basically the intensity of two
or more peaks from �-rays of similar energy (nearest energies) but
arising from different isotopes. Since the �-ray emission probabil-
ities and half-lives of the isotopes are known, the isotopic ratios
of two different atoms can be calculated if relative detection effi-
ciencies for the peaks of interest can be estimated by the following
relation:

N1

N2
=
I1(Ei1)�2P

j
�2(Ej2)ε2(Ej2)T2(Ej2)�˝2(Ej2)

I2(Ej2)�1P
i
�1(Ei1)ε1(Ei1)T1(Ei1)�˝1(Ei1)

(1)

where I1 and I2: the measured peak intensity of isotope one and
two (in cps), �1 and �2: decay constant of isotope one and two
(=0.693/half-live, in s−1), N1 and N2: the number atoms of isotope
one and two, P�1: emission probability of �-ray i from isotope one
and P�2: emission probability of �-ray j from isotope two, ε1: rel-
ative counting efficiency for �-ray peak i with the energy Ei1 of
isotope one, ε2: relative counting efficiency for the �-ray peak j
with the energy Ei2 of isotope two, T1 and T2: �-rays i and j trans-
mission factor to the detector, �˝1 and �˝2: fractional solid
angle of the detector [(1/4�)˝, solid angle in steradians], in which
the symbols represent the isotope one as subscript (1) and the
isotope two as subscript (2), respectively.Since the counting geom-
etry or the counting efficiency is not reproducible, and the �-ray
attenuation by sample matrix effect or other absorbing materials
such as container materials is not known for various samples, the
MGA method provides a great advantage as a standardless analysis

over other laborious spectroscopic methods. Because it practically
makes use of the efficiency ratios that remove the need for repro-
ducible geometry. Thus this property makes this method applicable
to the samples in any arbitrary size, shape and composition. In order
to obtain the isotopic ratio from Eq. (1), the MGA software uses
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Table 1
Certified isotopic compositions of standard reference materials.

Reference sample codea,b,c Uranium amount (wt%) Isotopic composition

atom% mass%

235U/U 238U/U 235U/U 238U/U

SRM969-031 84.5 ± 0.3 0.3206 ± 0.0002 99.6627 ± 0.0004 0.3166 ± 0.0002 99.6668 ± 0.0004
BL-5 7.09 ± 0.03 0.7209 ± 0.0006 99.2738 ± 0.0010 0.7119 ± 0.0006d 99.2828 ± 0.0010d

CUP-2 75.42 ± 0.17 0.7209 ± 0.0006 99.2738 ± 0.0010 0.7119 ± 0.0006d 99.2828 ± 0.0010d

SRM969-071 84.5 ± 0.3 0.7209 ± 0.0005 99.2738 ± 0.0002 0.7119 ± 0.0005 99.2828 ± 0.0002
SRM969-194 84.5 ± 0.3 1.9664 ± 0.0014 98.0159 ± 0.0009 1.9420 ± 0.0014 98.0406 ± 0.0009
SRM969-295 84.5 ± 0.3 2.9857 ± 0.0021 96.9826 ± 0.0015 2.9492 ± 0.0021 97.0196 ± 0.0015
SRM969-446 84.5 ± 0.3 4.5168 ± 0.0032 95.4398 ± 0.0016 4.4623 ± 0.0032 95.4950 ± 0.0016

a Canadian Certified Reference Materials (CRM) were obtained from CANMET-Mining and Mineral Sciences, Canada.
b aborat 234 236

t
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Standard Reference Materials (SRM 969) were obtained from New Brunswick L
his table since they are out of the scope of this study.

c The uncertainties quoted here are at 95% confidence level.
d The percentage values in mass were calculated approximately by multiplying a

he local intragroup relative efficiencies that can be determined
y delineating intergroup efficiency known as intrinsic efficiency
urve, which is determined by fitting observed peak intensities
divided by �-ray emission probability) to a function in the form:
(Em
k

) ∝ I(Em
k

)/Pm
�,k

(Em
k

), where m corresponds to the �-ray i or the

-ray j, and k = 1, 2 corresponds to isotope one (235U) and isotope
wo (238U), if the isotope 234U with very low content is ignored
or the simplicity. The X- and �-ray peaks are very close in energy,
.g., in the 80–100 keV and 100–120 keV energy regions. Addition-

lly, when the energies are nearly equal, the efficiency and �-ray
ransmission or attenuation differences are also small. Therefore,
special iterative procedure in MGA method to separate contribu-

ions of 235U and 238U to the spectrum region of interest. In general,

able 2
he results for 235U and 238U abundances in depleted, natural and enriched uranium sam

eference sample code Sample type Counting time Isotopic abund

Isotope 235U

MGAU
measured ± un

RM969-031

Depleted uranium

10 min 0.379 ± 0.153
1 h 0.267 ± 0.069

14 h 0.314 ± 0.018
24 h 0.326 ± 0.014

L-5

Natural uranium

10 min 0.942 ± 0.114
1 h 0.921 ± 0.029

14 h 0.912 ± 0.009
24 h 0.911 ± 0.007

UP-2 10 min 0.770 ± 0.052
1 h 0.751 ± 0.012

14 h 0.752 ± 0.004
24 h 0.762 ± 0.003

RM969-071 10 min 0.821 ± 0.124
1 h 0.741 ± 0.051

14 h 0.724 ± 0.015
24 h 0.707 ± 0.012

RM969-194

Enriched uranium

10 min 1.956 ± 0.116
1 h 1.967 ± 0.048

14 h 1.954 ± 0.017
24 h 1.961 ± 0.015

RM969-295 10 min 2.779 ± 0.129
1 h 2.950 ± 0.056

14 h 2.980 ± 0.023
24 h 2.983 ± 0.020

RM969-446 10 min 4.473 ± 0.158
1 h 4.431 ± 0.068

14 h 4.468 ± 0.031
24 h 4.507 ± 0.029

nc.: uncertainties are based on ±1� confidence interval.
a The certified abundances for 235U and 238U are given in Table 1.
b The percentage relative bias (relative difference %) = 100 × (measuredMGAU − certified)
ory, Argonne, USA. The abundances U/U and U/U in SRM 969 are not given in

from the isotope content in atom% × (235/238).

the MGA method is greatly simplified by considering the follow-
ing observations: (a) if two �-rays energies in the same spectrum
are close, then [ε2T2]/[ε1T1] ∼= 1, (b) the fractional solid angle of
detector is the same for both �-rays originated from the isotopes,
�˝1 =�˝2. Then, if the measured peak intensities can be deter-
mined extremely accurately, the isotopic ratio expressed in Eq. (1)
can be obtained more precisely [14]. However, it is worth noting
that the calculation methods for U and Pu isotopic analysis used
in commercially available MGA codes differ from each other in at

least some ways, e.g. (i) the technique for delineating the “intrin-
sic” efficiency curve and (ii) the use of most intense peaks in a �-ray
spectrum depending on U or Pu analysis procedures. For example,
while the MGA software for Pu isotopic analysis uses the �- and
X-rays below 210 keV, the MGAU software for U isotopic analysis

ples obtained by MGAU method.

ancea

Isotope 238U

c. (%)
(%) [relative
difference]b

MGAU
measured ± unc. (%)

(%) [relative
difference]b

18.22 99.618 ± 0.154 −0.04
−16.72 99.733 ± 0.070 0.07
−2.06 99.684 ± 0.018 0.02

1.68 99.672 ± 0.014 0.01
31.08 99.132 ± 0.133 −0.14
27.76 99.070 ± 0.030 −0.21
26.51 99.088 ± 0.095 −0.19
26.46 99.084 ± 0.072 −0.19

6.81 99.226 ± 0.052 −0.05
4.18 99.242 ± 0.013 −0.03
4.31 99.244 ± 0.004 −0.03
5.70 99.234 ± 0.003 −0.04

13.89 99.179 ± 0.125 −0.10
2.79 99.252 ± 0.052 −0.02
0.43 99.272 ± 0.015 0.00

−1.93 99.289 ± 0.012 0.02
−0.53 98.031 ± 0.118 0.02

0.03 98.021 ± 0.049 0.01
−0.63 98.032 ± 0.017 0.02
−0.27 98.026 ± 0.015 0.01
−6.92 97.195 ± 0.131 0.22
−1.20 97.031 ± 0.057 0.05
−0.19 96.999 ± 0.023 0.02
−0.09 96.996 ± 0.021 0.01
−0.97 95.506 ± 0.160 0.07
−1.90 95.540 ± 0.069 0.10
−1.08 95.507 ± 0.031 0.07
−0.22 95.466 ± 0.029 0.03

/certified.
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for the 235U contained in both depleted and natural uranium mate-
rials are higher than their certified isotopic abundances by 26.46%
even if a relatively long measurement period, e.g., 24 h is chosen
for testing.
Fig. 1. Results for 235U abundance analysis by MGAU for certified ur

ses the energy region of 80–130 keV in the “intrinsic calibration”
ethod.

. Results and discussion

The results for 238U abundances in certified samples of depleted,
atural and enriched uranium are given in Table 2, together with
ercentage relative biases from the certified values. The results
or 238U abundance in the samples determined by MGAU are
ithin uncertainty limits for a confidence interval of ±1�. It has
ot been observed any remarkable difference between measured
nd certified isotopic abundance of 238U. That is, the measured
bundances of 238U in all uranium samples are within 0.01–0.22%
f those certified values and their precisions are also very
igh.

The results for 235U abundance obtained by MGAU are also given
n Table 2. If the longer measurement period, say, more than 1 h
p to 24 h employs for the data acquisition, it is evident that the
easured abundances of 235U agree well only within 5% of the

ertified ones, except for depleted and natural uranium samples.
hen this measurement period compared to acceptable routinely

afeguard verification analysis period of 30 min to 1 h employs, it is
uite longer and the measured abundances of 235U in depleted and
atural uranium are still inconsistent with those certified values.
owever, the experimental uncertainties in the determination of

35U are very low in which they are generally within the range of
(0.04–0.08%) of the measured abundances in the certified materi-
ls ranging from 0.72% to 4.51% atom 235U, shown in Fig. 1(a) and (b)
or the examples of 1 h and 24 h measurement periods, respectively.
his indicates that the sufficient counting statistics for the uranium
-ray spectra is accomplished for a measurement time being longer

han 1 h.

On the other hand, the percentage relative biases between the
easured and certified values of 235U isotope for enriched uranium
aterials remained below 2% of their certified values, thus MGAU
ethod shows a good performance for enriched uranium materials
materials. (a) for 1 h counting period, (b) for 24 h counting period.

with higher measured precisions. In contrary, it is clearly seen in
the examples in Fig. 2(a) and (b) that the percentage relative biases
Fig. 2. Percentage relative biases on the determination of 235U in certified uranium
materials containing from 0.32% to 4.51% atom 235U.
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Fig. 3. (a and b) A typical fitting of the X- and �-ray pea

This limitation for depleted and natural uranium is mainly due
o the low 235U component, in relation to those of 238U and ura-
ium self-induced X-ray fluorescence, in the analyzed spectrum
15]. Particularly, the results obtained from depleted and natural
ranium imply that the self-fluorescence X-ray peaks lying in spec-
ral regions of UXK� and UXK� of an uranium spectrum analyzed by

GAU can seriously be affected due to the contributions of emis-
ions with the energy of above 100 keV from decay products of

35U and 238U. To demonstrate this, the increases in the intensi-
ies of self-induced X-rays such as 94.6 keV (28.3%) and 98.4 keV
45.8%) of uranium have been determined. For this, a non-linear
east squares fitting procedure has been applied to fit the observed
ounts in the 80–100 keV UXK� region shown in Fig. 3(a) and those
UXK� and UXK� region of enriched uranium spectrum.

in the 100–120 keV UXK� region shown in Fig. 3(b) of the measured
uranium �-ray spectrum by adjusting the fit parameters.

As previously described in Ref. [13], the measured data were
used to describe the peak line shapes in the de-convolution treat-
ment of the X-rays and �-ray peaks in the energy regions chosen in
each spectrum, with a Gaussian function, G(E) for �-ray peak and
a pseudo-Voigt function for X-rays, Vp(E) consisting of an overall
function, which is a weighted sum of Gaussian function, G(E) and

Lorentzian function, L(E). Then, a linear background B(E) function
was added to both them as follows:

Vp = kG(E) + (1 − k)L(E) + B(E) (2)
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ig. 4. Intensity ratios of the 94.6 keV X-ray to 92* keV �-ray and the 98.4 keV X-ray
o 92* keV �-ray plotted versus certified 235U abundance.

here k is a weighting factor, taken as 0.57 in a pseudo-Voigt func-
ion [16,17]. The same full-width at half maximum, � = FWHM is
hosen for both G(E) and L(E) functions:

(E) = Imax

[
−ln 2

(
E − E0

�/2

)2
]

(3)

(E) = Imax

1 + [(E − E0)/(�/2)]2
(4)

here Imax is the height of the peak and E0 is the centroid energy
f the peak. In the fitting procedure, while the Gaussian function
(E) fits the top of the peak, the Lorentzian function L(E) fits the tail
f the peak described by a pseudo-Voigt function. No additional
erms such as short and long tailing and/or a step-wise function for
ackground were added to the fitting functions to characterize the

ine shapes of individual peaks. This choice of functions allowed to
educe the number of fit parameters as much as possible.

After the fitting process, the peak intensity of 92* keV �-ray for
38U from both the 92.4 keV and 92.8 keV �-rays of 234Th (238U) is
etermined more accurately by using a simple weighted average
mploying the four data sets [18–21], given in Table 3.

In order to obtain the mean intensity of the 92* keV �-ray, the
ollowing equation was used:

92∗ keV(i) = P�1I1 + P�2I2
P�1 + P�2

(5)

here i = 1, 2, 3, 4 denotes individual data set for different emission
robabilities, I1 is the peak intensity for the 92.4 keV �-ray and I2

s the peak intensity for the 92.8 keV �-ray, obtained after fitting
rocedure.

The final intensity for the 92* keV �-ray peak, I(238U) is calcu-
ated from arithmetic mean of these four weighted values, I92∗ keV(i)
nd they are given in Table 4 for each kind of uranium.

Subsequently, the intensity ratios of 94.6 keV self-fluorescence
-ray to 92* keV �-ray, and of 98.4 keV self-fluorescence X-ray to
2* keV �-ray are determined from the fitted net counts for each
eak. The intensity ratios of 94.6 keV fluorescence X-ray to 92* keV
-ray and of 98.4 keV fluorescence X-ray to 92* keV �-ray are plotted

o those 235U certified abundances of the reference materials as
hown in Fig. 4.
These plots show the good linear relations between the increas-
ng intensity ratios of the uranium self-fluorescence X-rays versus
he 235U abundance in uranium materials with regression coeffi-
ients, R2 ≥ 0.99. This linear relation seen in Fig. 4 implies that if a
alibration curve is made for these self-fluorescence X-rays using Ta
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the intensity ratios of the 94.6 keV X-ray to 92* keV �-ray and the
98.4 keV X-ray to 92* keV �-ray plotted versus certified 235U abun-
dance, then the unknown enrichment value can easily be estimated.
Such a calibration curve taken into account the fluorescence X-rays
can be useful to determine the 235U abundance especially when the
samples have higher amounts of decay products for case of natural
uranium ore materials. It is clearly seen in Fig. 4 that the intensities
of uranium self-induced X-rays for both the 94.6 keV and 98.4 keV
have been increased substantially due to the contributions from X-
and �-rays with energy above 100 keV arising from the decay prod-
ucts of 235U and 238U, and themselves. However, the increases in
the intensity ratios of the uranium fluorescence X-rays to 92* keV
�-ray are higher than those expected in natural uranium ore sam-
ples such as BL-5 and CUP-2. This is the reason that they have higher
amounts of the decay products in the ore materials than those of
the processed uranium such as U3O8. Hence the MGAU analysis
program gives incorrect results for 235U abundance in uranium ore
samples such as BL-5 and CUP-2 as is seen in Table 2, where the
build-up of the decay products begins to interfere with the analy-
sis. On the other hand, it might be expected the variations in the
self-fluorescence X-ray peak intensities which may also depend
on sample matrix and matrix form (liquid, powder), density, size,
chemical composition of sample and its container, etc. But these
probable effects of the material characteristics on the self-induced
X-rays have not been investigated in this study due to out of the
scope and lack of varieties of uranium samples in a different forms.

4. Conclusion

In case of 235U isotopic analysis in depleted or natural uranium
samples, the build-up of decay products seems to be significant
and the algorithms for analysis such as MGAU and URADOS for the
presence of decay products should be improved to resulting in a
correct enrichment value. For instance, self-induced X-rays such as
94.6 keV and 98.4 keV lying in UXK� spectral region used by MGAU
program can be excluded either from the calculation procedure or
from the increases in the peak areas of self-fluorescence X-rays can
be compared with the results for 235U enrichment determination
by means of a known calibration curve of using self-fluorescence
X-rays. When depleted or natural uranium samples are measured,
the significant increases have been observed in the intensities of
uranium self-induced X-rays due to �-ray emissions with above
100 keV energy arising from decay products of 238U and 235U and
themselves, thus resulting in erroneous abundances for 235U. In
case higher amounts of decay products are detected in the �-ray
spectrum acquired for the MGAU analysis, it is suggested that a
calibration curve be made between the intensity ratios of self-
fluorescence X-rays to 92* keV �-ray and certified 235U abundances
for the determination of 235U enrichment.
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a b s t r a c t

A headspace solid-phase micro-extraction (HS-SPME) method was developed and optimized for gas chro-
matographic separation and determination of commonly found organotin compounds in human urine
after potential exposure. Butyl- and phenyltin compounds were in situ derivatized to ethylated deriva-
tives by sodium tetraethylborate (NaBEt4) directly in the urine matrix. The relevant parameters affecting
the yield of the SPME procedure were examined using tetrabutyltin as internal standard. The method
was optimized for direct use in the analysis of undiluted human urine samples and mono-, di- and tri-
substituted butyl- and phenyltin compounds could be determined after a 15-min headspace extraction
rganotin compounds
eadspace solid-phase micro-extraction
rine
as chromatography
icrowave-induced plasma atomic

mission detector

time at room temperature. The selectivity of the microwave-induced plasma atomic emission detector
(MIP-AED) as an element specific detector in combination with the relatively selective sample preparation
technique of HS-SPME allowed the interference-free detection of the organotin compounds in all cases. A
quadrupole mass spectrometer was used in parallel experiments as a detector for the confirmation of the
identity molecular structure of the eluted compounds. The performance characteristics of the developed

dete
is of s
ass spectrometry

method are given for the
was applied to the analys

. Introduction

Tin compounds have been used – and still are in use – in
arge quantities as stabilizers for polymers and also as agricultural
iocides [1,2]. Organotin compounds like tributyltin, have been
xtensively used as antifouling coatings for marine vessels, and are
till detected in aquatic environments, although their use has been
anned by many international regulations and directives [3]. Bio-

ogical and physico-chemical processes are usually responsible for
arious transformations of tin compounds, when they are released
nto the aquatic ecosystems. Biodegradation like that of tributyltin
o mono- and dibutyl-derivatives [4], or biomethylation of inor-
anic tin due to the action of anaerobic bacteria in sediments and

oils are mechanisms observed to occur in the environment [5].
inally, there is evidence for the metabolization of organotin and
ther organometallic compounds in the human body, and the pro-
uced metabolites are usually excreted in the urine [2], making this

∗ Corresponding author at: Laboratory of Analytical Chemistry, Dept. of Chem-
stry, Aristotle University, University Campus, 54124 Thessaloniki, Greece.

E-mail address: zacharia@chem.auth.gr (G.A. Zachariadis).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.007
rmination of mixtures of these compounds. Finally the proposed method
everal human urine samples.

© 2008 Elsevier B.V. All rights reserved.

an attractive sample to monitor the contamination and exposure of
the individuals [6,7].

Most organotin compounds exhibit a wide range of toxic effects
for humans and living organisms, and the level of toxicity is strongly
depending on the different structure of each compound. Conse-
quently, environmental pollution and occupational exposure to
these compounds has become a serious problem, and the devel-
opment of analytical methods suitable for the speciation of such
compounds in biological samples, and especially in human body
fluids, is very important.

There are several reports in the literature concerning organotin
analyses in environmental samples [8,9] and biological samples but
those referring to the analysis of organotin compounds in body flu-
ids and particularly urine are rather scarce, as it is revealed in a
review by Pereiro and Diaz [10].

The majority of the OT speciation methods refer to the employ-
ment of GC–MS technique [11,12], but there are also other very

convenient types of detectors to be used [13,14]. Among the large
number of hyphenated techniques based on liquid or gas chromato-
graphic separation for the determination of organotin compounds,
capillary gas chromatographic techniques offer better resolution of
the separated peaks and highly sensitive and selective detectors.
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onsequently, GC separation coupled with various detectors, like
C–MS [12,13], GC-FPD [2], and GC-MIP-AED [4,14–16] and more

ecently, GC-ICP-MS [17–19] is frequently applied for organotin
nalysis in environmental and biological samples.

Gas chromatographic analysis of organotin compounds in bio-
ogical or environmental samples typically requires a sample
reparation procedure that includes at least the two steps extrac-
ion and derivatization. The former step is required to transfer the
nalytes from aqueous to organic phase, to preconcentrate them in
GC-compatible organic medium like hexane, or iso-octane [15,20]
nd to remove possible matrix interferences. Alternatively to sol-
ent extraction, the SPME (solid-phase micro-extraction) technique
an be employed which makes use of a polymeric fibre for the sol-
entless extraction of the analytes either directly from the aqueous
olution or from the headspace over the solution. Characteristics of
oth extraction modes and an overview of relevant applications in
peciation analysis can be found in reviews like that by Mester et
l. [21] and Dietz et al. [22].

The extraction of analytes from urine samples to an organic
hase is a significant problem because of the formation of gels
r foams which prevents the easy separation of the two phases
6]. As the analysis of organotin compounds in human urine sam-
les is relevant for monitoring occupational exposure, and since
nly few reports have addressed this problem [23–25], we have
eveloped in this work a method for in situ derivatization and
xtraction of the most commonly found organotin compounds,
ased on in situ ethylation by sodium tetraethylborate and simul-
aneous headspace solid-phase micro-extraction which avoids the
ifficulties of liquid–liquid phase separation, and on the other hand
ffers the advantages of requiring only small sample amounts, min-
mizing interferences due to headspace sampling, and completely
voiding the use of organic solvents. For the conversion of the
onic organotin compounds into volatile compounds that can be
xtracted into a hydrophobic phase such as the SPME fibre coating
here are various derivatization chemistries – typically alkylations
and reagents available [10,15].

The derivatization of ionic organotin compounds can be per-
ormed either using a Grignard reagent for alkylation in an aprotic
olvent environment or more conveniently using tetralkylborate
eagents for alkylation directly in the aqueous sample. Since it is
ot known if or how the presence of various urine constituents

ike urea, creatinine, proteins, metabolites, or salts could potentially
ffect the alkylation yield, this was tested as part of the optimization

f experimental parameters.

Therefore, in order to develop a convenient method for urine
nalysis while minimizing sample preparation, we report here the
ptimization and use of headspace SPME after in situ derivati-
ation with NaBEt4 for the simultaneous determination of butyl-

able 1
nstrumental parameters applied for the GC-MIP-AED and GC–MS systems for organotin s

as chromatography

P 5890 Series II Gas Chromatograph
Injection port liner 4 mm id., silanised
Injection technique Splitless
Purge delay time 3 min
Inlet temperature 250 ◦C
Capillary column (AED) HP-1

100% polydimethylsiloxane (PDMS)
Length/i.d/film 25 m × 0.32 mm × 0.17 �m

apillary column (MS) DB-5
95%PDMS/5% polydiphenylsiloxane
Length/i.d/film 30 m × 0.25 mm × 0.10 �m

Column head pressure 15 kPa at 50 ◦C
Column helium flowrate 4.20 mL min−1, 50 ◦C
Carrier gas: helium Purity 99.9996%
Oven program: 50 ◦C (3 min), rate 30 ◦C min−1 to 250 ◦C
alanta 78 (2009) 570–576 571

and phenyltin species by gas chromatography coupled with atomic
emission detection. The proposed speciation method includes six
organotin species, namely monobutyltin (MBT, BuSn3+), dibutyltin
(DBT, Bu2Sn2+), tributyltin (TBT, Bu3Sn+), tetrabutyltin (TeBT,
Bu4Sn), monophenyltin (MPhT, PhSn3+) and diphenyltin (DPhT,
Ph2Sn2+). TeBT was included in the speciation scheme although
ethylation is not required for this compound. Attempts to include
triphenyltin species in this speciation scheme were not successful,
most likely due to its very low volatility. The overall efficiency of
the NaBEt4 ethylation and the HS-SPME procedure was estimated
for the analysis of undiluted urine matrices. The GC-AED technique
was applied as quantitative method, because it offers significant
specificity and excellent sensitivity for tin measurements, while the
GC–MS technique was employed in some parallel measurements,
in order to confirm the structure of the derivatized compounds.

2. Experimental

2.1. Instrumentation

A HP 5890 II gas chromatograph equipped with a split/splitless
injection port and interfaced with a HP 5921A microwave-induced
plasma atomic emission detector (Hewlett Packard, now Agilent
Technologies, Palo Alto, CA, USA) was employed for the GC-MIP-AED
measurements. A HP 5989A Mass Spectrometer with a quadrupole
mass filter was used in the scan mode for the GC–MS measure-
ments. Electron impact mass spectra were acquired applying 70 eV
ionisation potential. The injection, separation, atomization and
detection parameters of GC-MIP-AED and those of the GC–MS sys-
tems are given in Table 1. For the injection of hexane standards, a
HP 7673 autosampler was used, which is controlled by the GC soft-
ware (Chemstation software of different versions, Hewlett Packard,
now Agilent Technologies, Palo Alto, CA, USA).

The SPME procedure was carried out manually using the appro-
priate SPME device (Supelco, Bellefonte, PA, USA) with a fused
silica fibre with a film of polydimethylsiloxane (PDMS) with 100 �m
thickness. The fibres could be used up to 120 extractions without
any loss in reproducibility.

2.2. Reagents and solutions

All solvents and reagents used were of analytical-reagent grade
and deionised water prepared with a Milli-Q apparatus (Millipore,

Molsheim, France) was used for the preparation of all aqueous solu-
tions. For buffer preparation (pH 4–6), sodium acetate trihydrate
(NaAc) and acetic acid (HAc, 100%) were purchased from Merck
(Darmstadt, Germany) and methanol (MeOH) and hexane from
Riedel-de Haen (Seelze, Germany).

peciation in urine.

Detectors

HP 5921A Atomic Emission Detector
Transfer line temperature 250 ◦C (optimized)
Detection wavelength 303.419 nm
Hydrogen pressure 480 kPa (optimized)
Oxygen pressure 180 kPa (optimized)
Cavity pressure 12 kPa
He-total flow 150 mL min−1 (opt.)
Spectrometer purge (N2) 2.0 L min−1

Cavity temperature 250 ◦C
HP 5989A Mass spectrometric Detector

Mass fiter Quadrupole
Ion source, voltage EI, 70 eV
MS Quadrupole temp. 100 ◦C
MS Source temperature 200 ◦C
Scan range (m/z) 50–500
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ig. 1. GC-MIP-AED chromatogram of a mixture of butyl- and phenyltin compounds s
pproximate concentration level of standards: (A) 0.100 �g L−1; (B) 0.400 �g L−1; (C

For the preparation of stock and working standards, the fol-
owing substances were used: monobutyltin trichloride (MBT,
uSnCl3), dibutyltin dichloride (DBT, Bu2SnCl2), tributyltin chlo-
ide (TBT, Bu3SnCl), monophenyltin trichloride (MPhT, PhSnCl3),
iphenyltin dichloride (DPhT, Ph2SnCl2) (>98% (w/w), obtained in
he frame of an earlier intercalibration exercise from the Institute
or Environmental Studies, Free University Amsterdam, The Nether-
ands). Tetrabutyltin (TeBT, Bu4Sn, >98% (w/w), Fluka, Switzerland)
as used as internal standard. For the optimization of the MIP-AED
erformance, a separate solution of tetrabutyltin was prepared in
exane.

All the compounds and the primary stock solutions of the indi-
idual compounds in methanol were stored in the dark at −20 ◦C,
hile the secondary dilutions containing tin concentrations of 10

nd 1 mg L−1 were prepared in methanol and stored in the refriger-
tor at 2–4 ◦C. All individual primary stock solutions were prepared
onthly, while the secondary dilutions of individual compounds
ere prepared every week. The final diluted working standards
ere freshly prepared just before use. The butyl- and phenyltin

hlorides were not combined in one solution, in order to avoid any
earrangement reactions.

Sodium tetraethylborate (NaBEt4, purity > 98% (w/w), Fluka,
witzerland) and tetrahydrofuran (THF, HPLC grade without sta-
ilizer, Aldrich, Germany) were used for the ethylation reagent:
odium tetraethylborate is commercially available in septum cap
ottles of 1 g thus a 20% (w/v) solution was prepared by dissolv-

ng the entire contents of a 1 g bottle of the reagent in 5 mL of THF
irectly. From this solution a 1:2 working dilution (i.e. 10% (w/v)) in
HF was made in order to be used. When stored air-tight in septum
ap vials in 4 ◦C the reagent solution is stable for several weeks.

.3. Headspace SPME procedure

25 mL of urine sample or aqueous buffer solution were trans-
erred into 40 mL vials with Mininert valves (Supelco, Bellefonte,
A, USA) and spiked with the appropriate amounts of individual or
ixed standards. A volume of 50 �L of the ethylation reagent was

lso added, and the mixture was stirred magnetically at 900 rpm for

5 min. To examine the effect of the extraction temperature the vial
as thermostatted in a water bath. After extraction of the analytes
y exposing the SPME fibre to the headspace of the solution, the
bre was immediately transferred to the GC injection port for des-
rption of the analytes. All steps should be followed precisely, as the
to a blank urine matrix in increasing concentrations, obtained by HS-SPME GC-AED.
�g L−1; (D) 8.00 �g L−1.

overall reproducibility of the SPME procedure is critically depend-
ing on equilibration conditions and time [21]. Thorough cleaning of
all glassware used and the Teflon-coated stir-bar is critical, because
of their capability to retain traces of the ethylated organotin com-
pounds. This is also possible for the Teflon material of the Mininert
valves, which bear the possibility of retaining traces of volatiles in
some parts of the housing.

3. Results and discussion

3.1. Gas chromatographic separation

1 �L of a hexane solution of TeBT and of the alkylated organ-
otin compounds, respectively, was automatically injected in order
to optimize the chromatographic separation and the signal inten-
sity, for various gas chromatographic conditions. The following oven
program was finally adopted: 50 ◦C initial temperature (hold 3 min),
ramp with 30 ◦C min−1 to 250 ◦C, which allowed a measurement to
be completed in 10 min.

3.2. GC-MIP-AED detection

With the above GC conditions, peaks are obtained at 5.494,
6.278, 6.598, 6.899, 7.422 and 8.090 min for the ethylated MBT, DBT,
MPhT, TBT, TeBT and DPhT compounds, respectively. A typical chro-
matogram of a mixture of the examined organotins is presented in
Fig. 1. The peaks of six compounds are well resolved without tail-
ing and can easily be assigned. The signal of DPhT is the lowest both
using AED and MS detectors which we attributed to the lower rate
of derivatization and extraction of this species. Reasoning a simi-
lar way, the detection of triphenyltin species could not be achieved
under these conditions with acceptable sensitivity due to its lower
efficiency of extraction from the headspace. It has to be mentioned
that the peak at 4.284 min is produced from inorganic tin species
after tetraethylation, however this reaction is not quantitative.

3.3. GC–MS detection
Using the same oven program and gas chromatographic instru-
mentation as for the GC-AED measurements, however with a
chromatographic column with 95% polydimethylsiloxane/5% poly-
diphenylsiloxane as stationary phase with slightly different column
dimensions (see Table 1), all peaks of the derivatized organotin
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The diverse makeup gas flow rates may be a result of the different
tin compounds or different wavelengths used [4,10,15] or may even
be due to inconsistencies in reporting these settings (e.g., when
including the reagent gas flows or not). Increasing the helium flow
ig. 2. GC–MS chromatogram of a mixture of butyl- and phenyltin compounds usin
ration 10 �g L−1).

ompounds could be detected and identified in spiked urine sam-
les in scan mode. A typical GC/MS chromatogram for the detection
f organotin compounds in a spiked urine sample is given in Fig. 2.
he lower selectivity of this detector in comparison with the AED
ecomes evident.

The matching of the retention times of the organotin compounds
etween the GC-AED- and the GC–MS systems was very good, with
nly slight deviations due to different geometry of the column used
n either case. The peaks at 5.396, 6.231, 6.635, 6.878, 8.261 and
.390 min were confirmed as ethylated MBT, DBT, MPhT, TBT, and
PhT species and TeBT, respectively, according to the character-

stic mass spectra produced by electron ionisation. The following
ons were considered characteristic in the mass spectra of the
ndividual organotin compounds: m/z 149–179–235 for MBT, m/z
07–235–263 for DBT, m/z 235–263–291 for TBT, m/z 197–227–255
or MPhT, and m/z 197–274–302 for DPhT, respectively. In addition,
he peak at 4.075 min, corresponding to that of 4.284 min with the
C-MIP-AED, was clearly identified as tetraethyl tin (TeET), and this
onfirmed the presence of traces of inorganic tin in urine samples.
ome other peaks are produced by the reagents used, especially
rom sodium tetraethylborate (e.g., boroxine).

.4. Optimization of MIP-AED parameters

Tin can be quantitated by using either of its characteristic emis-
ion lines at 270.651, 283.996, 303.419 or 326.230 nm. The lines at
70.651 and 303.419 nm have similar sensitivity, as was observed
y other groups [1]. Thus, the 303.419 nm line was selected for
hese experiments. Other sensitive wavelengths for tin determina-
ion like the one at 326.230 nm were also used by other researchers
26], while the sensitive line at 283.996 nm is not extensively used,
ecause it is superimposed by molecular bands, mainly of CO forma-
ion [15]. The temperature of the plasma cavity is also an important
actor for the overall performance of the atomization, which was
xamined in the range of 220, 250 and 280 ◦C. The highest sig-
al was observed at 250 ◦C, thus this temperature was maintained
hroughout the study.

The performance of microwave-induced plasma atomic emis-

ion detection of tin was assessed by using a hexane standard
olution of TeBT. 1 �L of this solution (corresponding to 2 ng TeBT
s Sn) was injected by an autosampler in order to monitor the sig-
al intensity obtained, under various helium (plasma gas) makeup
ow rates and hydrogen and oxygen (reagent gas) pressures. The
SPME, obtained from spiked urine sample with organotin compounds (tin concen-

results of this study are given in Fig. 3, for both, the peak area and
peak height.

The optimum helium makeup flow rate was found to be at
150 mL min−1, although in the literature several different flow rates
have been suggested, even when using the same equipment [27].
Fig. 3. Effect of critical MIP-AED parameters on the signal intensity of 1 �L hex-
ane standard solution containing 2 ng TeBT injected in split mode (1:10). Peak area
(�) and peak height (�) are plotted for each factor/parameter, respectively. Other
settings as listed in Table 1.
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sub-samples was spiked with all six compounds, at increasing
concentrations. In all cases, a small peak at 4.285 min was also
recorded, with almost constant peak area/height. This was again
attributed to the formation of tetraethyltin, from traces of inorganic
tin ions, either produced by a limited hydrolysis during the 15 min

Table 2
Analytical characteristics for the quantitative determination of butyl- and phenyltin
compounds in urine matrix by HS-SPME derivatization and extraction followed by
GC-MIP-AED. All concentrations of organotin species refer to tin.

Analyte species Slope, S
(�g L−1)−1

Correlation
coefficient, r

R.S.D. (%) Detection
limit (ng L−1)

Single-compound spiking
MBT 24.60 0.9837 8.5 13
DBT 34.00 0.9856 7.0 9
TBT 33.29 0.9834 3.2 9
TeBT 17.49 0.9945 3.9 15
MPhT 28.24 0.9909 3.5 15
DPhT 2.37 0.9958 4.7 57

Multi-compound spiking
MBT 27.42 0.9909 6.3 13
ig. 4. Effect of sample pH on signal intensity of TBT and DBT in urine matrix spiked
ith individual species in amounts equivalent to 1 �g L−1 Sn, 15 min HS-SPME at

0 ◦C. Peak area (�) and peak height (�).

ate to more than 250 mL min−1 may result in shortening the avail-
ble time for atomization of tin in the plasma, as well as cooling
f plasma and of course some degradation of the analyte signal
ecause of dilution [4].

The addition of hydrogen to the plasma is known to have an aux-
liary positive effect for tin atomization, and various mechanisms
o explain the exact reason for this have been proposed in the lit-
rature [9]. The pressure set at the hydrogen gas supply cylinder
as used as the optimization variable, and it was shown that this

hould be at the highest practical level. So it was set at 480 kPa
or the rest of the study. Finally, increasing the oxygen inlet pres-
ure, a slightly negative effective is observed due to the well-known
endency of tin to form stable oxides during atomization in the
ow-power microwave plasma, so 180 kPa was chosen as working
alue in order to prevent the formation of carbon deposits on the
ischarge tube walls.

.5. Optimization of HS-SPME parameters

The optimum pH for the in situ-derivatization and extraction
rocedure by HS-SPME is mainly depending on the alkylation
eaction. Ethylation of organotin compounds with NaBEt4 is more
avourable at a pH range 4–6 although, according to various reports,
here are some discrepancies about the exact optimum. Various pH
alues like 5.3 [11] or 5.0 [14] or even 4.8 [16] are reported in the
iterature, which are mainly due to the fact that all SPME variables
re usually optimized by a univariate process, although a multi-
ariable process could reveal some interactions between variables.
lso, the increments used during optimization affect the final opti-
um value. Accordingly, the effect of sample acidity was examined

n the above-mentioned range (Fig. 4). In this study a pH 5.25 was
onsidered as optimum for the derivatization, and this fits quite
ell with the fact that urine samples are normally slightly acidic,
ith a pH 5.2–5.6, thus little or no pH adjustment is needed with the
roposed method. However, because at higher pH the signal is sig-
ificantly lowered, the samples should always be checked for their
cidity and if it is required they should be adjusted using acetate
uffer.
The results of the investigation of temperature effect on the
ecovery of DBT and TBT showed that at temperatures up to 40 ◦C
DBT) or 60 ◦C (TBT) a 10–30% increase of the signal is observed,
hich is the case for the other species also. At higher temperatures,

he rate of analyte derivatization and subsequent volatilisation is
alanta 78 (2009) 570–576

higher however the efficiency of extraction onto the fibre coating is
decreased, because analyte absorption onto the polymeric material
is an exothermic process. Moreover, derivatization and extrac-
tion of the organotin compounds may occur to different degrees,
depending on, e.g., the volatility of each compound. Accordingly, the
repeatability of the extraction is questionable at high temperatures.
Thus, to simplify the whole procedure, 20 ◦C (room temperature)
was chosen as derivatization/extraction temperature.

By increasing the extraction time up to 50 min, a slight increase
of the signal occurs, as derivatization (ethylation) and extraction of
organotin compounds is only slowly reaching equilibrium. As it was
shown in previous works [14], a significant fraction of the alkylated
tin species is extracted after 20 min or less, depending on the molec-
ular weight and the organic moiety of the molecule. Consequently,
a 15-min extraction time was selected for the rest of the study, as a
compromise between sample throughput and sensitivity.

3.6. Analytical performance of organotin determination by
GC-MIP-AED

Analytical figures of merit for the quantitative determination
of organotin compounds by in situ ethylation and simultaneous
headspace solid-phase micro-extraction followed by GC-MIP-AED
were derived from the calibration with external standards, using
spiked solutions of an analyte-free pooled urine sample matrix. For
TeBT, which does not require ethylation, exactly the same procedure
was followed, to ensure comparable conditions. The calibration
results obtained by linear regression on peak area signals are listed
in Table 2, for each individual organotin compound while chro-
matograms of a typical standard addition procedure are presented
in Fig. 1.

The sensitivity and other calibration parameters were estimated
in a two-step approach. In the first step of this procedure, a series
of urine sub-samples was spiked by single compound solutions,
at increasing organotin concentrations. This procedure allowed to
estimate the sensitivity of the method for each specific compound,
and also to monitor possible rearrangement reactions, in the pres-
ence of the urine matrix. To some extent, such a behavior was
observed for TBT and DPhT, but a slight degradation was not con-
sidered to be an important problem for quantitative analysis.

In the second step of this procedure, a series of urine
DBT 34.42 0.9923 3.7 10
TBT 25.21 0.9901 8.0 12
TeBT 19.06 0.9974 11.4 15
MPhT 31.31 0.9926 10.5 17
DPhT 3.55 0.9949 7.7 50
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Table 3
Organotin analysis performed in different human urine samples. Mean concentra-
tions (ng L−1 Sn) after n = 5 replicate analyses and 95% confidence interval.

Tin species Urine samples

HU1 HU2 HU3 HU4

MBT n.d. n.d. 34 ± 4 n.d.
DBT n.d. n.d. n.d. n.d.
TBT n.d. 25 ± 4 49 ± 6 n.d.
TeBT n.d. n.d. n.d. n.d.
MPhT n.d. n.d. n.d. n.d.
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PhT n.d. n.d. n.d. n.d.
norganic Sn − + + +

.d.: lower than detection limit; +/−: species detected but not quantitated.

thylation reaction or existing in the urine sample solutions at back-
round levels. Mean levels up to 6.3 �g L−1 in urine or equivalent
o 5.0 �g g−1 creatinine levels are reported to exist in the average
opulation [7].

According to the results listed in Table 2 which compares the
esults of single-compound standard addition vs. multi-compound
tandard addition, very similar slopes were obtained for all deter-
ined OT species, indicating that in the investigated concentration

ange there is no competitive interaction of organotin compounds
hen partitioning in the SPME fibre coating. The slopes obtained
ith this method are relatively uniform for MBT, DBT, TBT, and
PhT species, and are significantly lower for TeBT. Certainly, the

elative sensitivity of detection reflects in part the relative volatil-
ty of organotin compounds, and TeBT is the least volatile one of
he four (ethylated) butyltin compounds, but the magnitude of the
ffect is surprising. Even lower sensitivity was obtained for DPhT,
or which the simultaneous derivatization and extraction produces
much lower overall yield under the applied conditions. However,

his species was also included in the speciation scheme, because
nder the above conditions its determination is accurate and pre-
ise, with somewhat higher detection limit. As it was mentioned
bove, TePhT could not be included in the proposed speciation
cheme.

The precision of the method was tested by analyzing a series
f urine sub-samples spiked with the same amount of multi-
ompound and was found highly satisfactory for all species as can
e seen in Table 2. The relative standard deviation varied in the
ange 3–11% for the individual species. The limits of detection under
he given conditions are in the low ng L−1 range (reported as Sn,
able 2), with the exception of DPhT, and allow the speciation of
rganotin compounds in urine samples at relevant concentration
evels. The limit of detection of each species was calculated using
he 3s criterion, based on the standard deviation of 10 blank mea-
urements and refers to the entire procedure. This value is currently
imited by the sensitivity of the instrument. Only for DBT and TBT
ery small signals were detected in the procedural blanks. These
ere caused by carry-over by the caps with Mininert valves and

he magnetic stir-bars during their extensive use in the optimiza-
ion process, indicating that particularly for these two analytes a

ore rigid cleaning procedure is required.

.7. Applications to human urine samples

To demonstrate the applicability of the proposed method for
uman biomonitoring studies, four human urine samples were col-

ected during a period of 24 h from male volunteers (age 24–45
ears), and were directly analyzed using the proposed method.

ll the examined samples were slightly acidic, with a pH range
etween 5.2 and 5.5. The results are listed in Table 3. Due to the
xcellent selectivity of the atomic emission detector, the chro-
atographic baseline was very stable, allowing the detection of

rganotin species at the low ng L−1 level. Only some traces of MBT

[

[

[

alanta 78 (2009) 570–576 575

and TBT were observed in two of the samples, while in the rest
of the samples no organotin species were detected. In some of the
examined urine samples the peak at 4.28 min was observed, which
is due to the presence of inorganic tin that is ethylated to give TeET.
Paschal et al. [7] reported that traces of inorganic tin are usually
found in background levels in a significant fraction (almost 89%)
of the normal population. As it was mentioned above, the peak of
tetraethylated inorganic tin was not quantitated, although it may
be possible to include this specie as well in the proposed speciation
scheme.

4. Conclusions

Urine samples are commonly used for monitoring environmen-
tal, nutritional and occupational exposure to organic and inorganic
hazards, however, they have only been used to a limited extent so
far for the biomonitoring of organometallic compounds. A specia-
tion method has thus been developed and is reported here which,
to the best of our knowledge, combines for the first time the in situ
derivatization and extraction of organotin species by HS-SPME in
human urine samples with gas chromatography with microwave-
induced plasma atomic emission detection. Sample preparation
for undiluted urine matrices is significantly facilitated with the
employment of headspace solid-phase micro-extraction with in
situ ethylation of the ionic organometallic compounds. Ethylation
using sodium tetraethylborate allows the derivatization directly in
the aqueous phase, which is a clear advantage over using Grignard
reagents. A key element for the success of this method is the selec-
tivity of atomic emission detection which allows the determination
of six biologically relevant organotin compounds in human urine
samples, unaffected by matrix effects and with minimum sample
preparation. Detection limits in the low ng L−1 range are achieved
which makes the technique suitable for sensitive routine analysis
of human urine samples.
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a b s t r a c t

In this work, an on-line system with vapor-phase generation (VPG) and Fourier transform infrared (FTIR)
spectrometric detection has been developed as a direct and highly selective analytical technique for the
assay of penicillamine (PA). Potassium iodate solution was injected into a reactor, heated at 75 ◦C, con-
taining PA. The CO generated under these conditions was transported by means of N2 gas carrier stream to
an infrared gas cell and corresponding FTIR spectra were acquired in a continuous mode. The maximum
absorbance of CO band at 2170 cm−1, corrected by a baseline established between 2240 and 2000 cm−1

at a nominal resolution of 2 cm−1, was selected as a measurement criterion. Initially, the effect of differ-
ent chemical, physical and spectroscopic parameters, such as concentration and volume of oxidant, pH,
TIR

enicillamine
harmaceutical formulations

equilibrium time, reactor temperature, reactor volume, N2 carrier flow rate and number of scans on the
analytical signals were evaluated by using a short path length (10 cm) IR gas cell. At optimum experimen-
tal conditions, the method provided a relatively broad linear dynamic range of 4–380 mg L−1, a limit of
detection of 0.5 mg L−1, a sampling frequency of 15 h−1 and a relative standard deviation (R.S.D.) of 1.6%.
Further, the method was successfully applied to the determination of PA in pharmaceutical formulations

ll wit
and results compared we

. Introduction

Penicillamine (PA) is a thiol amino acid that is naturally occur-
ing and has many therapeutic applications. This compound is a
trong chelating agent and can react with the majority of heavy
etal ions. The outstanding metal-binding capability is reflected

n the pharmaceutical importance of PA [1]. Thus, PA is the drug
f choice in the treatment of hepatolenticular degeneration (Wil-
on’s disease) and is also effective for the treatment of several
isorders including rheumatoid arthritis, primary biliay cirrhosis,
cleroderma, fibrotic lung diseases, cystinuria, heavy element poi-
oning and progressive systemic sclerosis [2–6]. PA can exist in d
nd l enantiomeric forms that show different biological and toxi-
ological properties. However, only d type is clinically useful due to
xcessive toxicity of the l type [7].

Various analytical methods have been reported for the
etermination of PA in both pharmaceutical preparations and bio-
ogical samples. These methods include high performance liquid
hromatography (HPLC) [8–10], fluorimetry [11,12], colorimetry
13,14], spectrophotometry [15,16], chemiluminescence [17,18],
ow injection analysis [19,20], capillary electrophoresis [21–23]

∗ Corresponding author. Tel.: +98 21 61112788; fax: +98 21 66405141.
E-mail address: ganjali@khayam.ut.ac.ir (M.R. Ganjali).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.015
h those obtained by a reference colorimetric method.
© 2008 Elsevier B.V. All rights reserved.

and electrochemistry [24,25]. One of the important limitations of
LC techniques is the fact that this thiol compound lacks sufficient
UV absorption so a pre- or post-column derivatization procedure
is normally required [26]. Due to the shortage of chromophore
and/or auxochrome in PA molecule, direct spectrometry cannot be
used for its analysis. Most of the reported colorimetric methods
are time consuming or lacking selectivity owing to the problem
of interference with degradation product of coloring agents [27].
In electrochemical methods, mercury and mercury amalgam [28]
have been extensively used for thiol compounds determination.
However, mercury has limitations because of its toxicity and the
rapid deterioration of electrode response [29]. Thus, there has been
an increasing need in the development of new, direct and selec-
tive methods for the determination of PA in both pharmaceutical
formulations and biological samples.

The literature relates interesting contributions of Fourier trans-
form infrared (FTIR) spectrometry applied to liquid and solid
samples analysis based on the on-line generation of vapor phase by
means of the simple sample volatilization or a chemical reaction.
Main applications involve determination of carbonates in liquid

and solid samples [30,31], alcohols in different matrices [32,33],
l-cysteine and l-cystine in pharmaceutical and urine samples [34],
seafood freshness [35], nitrite [36], and nitrogen in hydrolyzed pro-
tein formulation [37]. Recently, a complete review about on-line
vapor-phase generation combined with Fourier transform infrared
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pectrometry has been published by Armenta et al. [38]. In this
eview, they tried to demonstrate the analytical potential of the
forementioned method in vibrational spectrometry in order to
mprove the selectivity and the sensitivity of the measurement step
nd also to make environmentally friendly procedures available for
roblem solving in the analytical laboratory.

FTIR spectrometry is very useful for carrying out determinations
n gaseous or vapor samples, owing to the high transparency of
ases (e.g., N2), the low background values obtained for cells filled
ith inert gases (e.g., N2, He or Ar), and the possibilities offered by

ells long enough to allow many passes and increase the analyti-
al sensitivity [39]. To our knowledge, no study on the mechanism
f oxidation of PA with potassium iodate, and the gaseous species
roduced in this reaction has been reported. Thus, in this paper,
e present and discuss for the first time a rapid, direct and highly

elective technique for the determination of PA based on vapor-
hase generation FTIR through the reaction of PA with potassium

odate and continuous measurement of CO gas liberated.

. Experimental

.1. Instrumentation

A Vector 22 FTIR spectrometer from Bruker (Ettlingen, Ger-
any), equipped with a DTGS mid-range detector, a KBr
e/Sb2S3-coated beamsplitter and a Globar source was employed

o carry out the IR measurements, using a low cost home made IR
as cell with a path length of 10 cm and an internal diameter of
.9 cm, equipped with circular ZnSe windows. The spectrum Opus
oftware, developed by Bruker, was used to control the instrument,
or data acquisition and also for processing the analytical results.

The manifold employed for vapor-phase generation FTIR mea-
urements (Fig. 1) was a single-channel manifold with a nitrogen
arrier flow, which included a laboratory-made removable glass
ample vessel of 20 mL internal volume with a gas inlet, a gas out-
et and a septum. Sample vessel (reactor) was introduced inside a
ot water-bath, the temperature of which was controlled by means
f a thermocouple and operated using laboratory-made electrically
ontrolled heater. To avoid the presence of water drops inside the
easurement cell, at the exit of the glass reactor a small stainless

teel u-form tube was introduced inside an ice-bath to act as a water
rap in which the excess water vapor condensed before passing
hrough the gas cell. Other tubes employed in the manifold were

ade of PTFE.

.2. Reagents and materials
d-Penicillamine (d-PA, 3,3-dimethyl cysteine) was obtained
rom Fluka (Buchs, Switzerland). PA capsules were purchased from
ommercial sources. All other chemicals used in this work were of
nalytical grade. PA standard solution (2000 mg L−1) was prepared

ig. 1. Manifold employed for vapor-phase generation FTIR determination of peni-
illamine.
8 (2009) 584–589 585

by dissolving 0.3 g of PA in de-ionized water and diluting with citric
acid buffer to a final volume of 150 mL. This standard solution was
kept in refrigerator for preservation, and can be stored for at least 2
months. Working standard solutions were daily prepared by dilut-
ing the stock solutions in citric acid buffer. To prepare citric acid
buffer with a pH 3, 1.7963 g citric acid monohydrate and 0.4265 g
tri-sodium citrate dehydrate were dissolved in de-ionized water,
and diluted to 1 L. Nitrogen of 99.95% purity was employed as the
carrier gas and de-ionized water was used throughout.

2.3. General procedure

Ten milliliters of PA standard solutions of drugs in the work-
ing concentration range (4–380 mg L−1) were transported into the
glass vessels (reactors), incorporated in the manifold depicted in
Fig. 1, and then heated at 75 ◦C. The FTIR background was obtained
by passing N2 through the gas measurement cell. Two milliliters of
4.5% m/v potassium iodate (KIO3) solution were injected inside the
sample vessel. The CO vapor generated under these conditions was
carried into the gas cell of the FTIR spectrometer using a nitrogen
flow rate of 5 mL min−1, without the need for an equilibrium time
before measurement. FTIR spectra, between 2240 and 2000 cm−1,
were continuously recorded as a function of time, by accumulat-
ing 15 scans per spectrum at 2 cm−1 nominal resolution. Analytical
measurements for PA were carried out in the aforementioned spec-
tral range. The peak absorbance of the CO band at 2170 cm−1 with
maximum signal, corrected by a baseline established between 2240
and 2000 cm−1, was selected as a measurement criterion.

2.4. Assay procedure for capsules

The contents of ten PA capsules were accurately weighed and
the mean value of weight of one capsule was calculated. An
amount of the powder equivalent to about 22.5 mg of PA was accu-
rately weighed and transferred into 150 mL volumetric flask. About
100 mL of citric acid buffer was added and the solution was shaken
for 4 min and completed to the volume with citric acid buffer to
give a final concentration of 150 mg L−1.

2.5. Reference colorimetric procedure

A simple and selective colorimetric procedure based on oxida-
tion of PA with potassium iodate in 30% sulphuric acid medium
at room temperature and measurement of the liberated iodine at
520 nm after extraction with tetrachloride, was applied as the ref-
erence method [40].

3. Results and discussion

3.1. Gaseous FTIR spectrum of CO

Fig. 2 shows the absorption of FTIR spectrum of the gaseous
monoxide carbon (CO (g)) obtained in the proposed system. The
spectrum is characterized by a sensitive double band between 2240
and 2000 cm−1, with maximum absorbance at 2170 cm−1. In this
spectral range, water shows a very low absorption and hence the
use of vapor-phase generation of CO from PA provides a simple and
sensitive approach for the determination of PA in real samples.

3.2. Selection of oxidant
PA is an un-physiological sulfur-containing amino acid that
belongs to the amino thiols family with both hydrogen atoms in
the beta-carbon of cysteine replaced by methyl groups. The struc-
ture of PA is very similar to l-cysteine; therefore it can be oxidized
by potassium iodate to generate CO and CO2 gases [34]. This fact
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PA, depend on pH. As can be seen, signal intensity increases as pH
increases from 0.5 to 3.5, and then decreases. In order to obtain
a compromise between oxidation efficiency and reproducibility of
the analytical signals a pH 3 (using citric acid buffer) was chosen
for further experiments.
ig. 2. Vapor phase FTIR spectrum of the gaseous species generated in the reaction

as confirmed by recording the FTIR spectra of all gaseous species
roduced in the reaction between PA and iodate (see Fig. 2).

Some other oxidants, such as sodium metaperiodate, potas-
ium permanganate and N-bromosuccinimide are very forceful
nd can oxidize a wide range of compounds, which are usually
resent in pharmaceutical formulations to generate CO2 or other
ases. Therefore, they are not selective for vapor phase Fourier
ransform infrared spectrometric measurements. In contrast, scarce
ompounds can generate CO or CO2 gases during the reaction
ith potassium iodate due to the weak oxidizing capability of this

eagent. However, potassium iodate was selected for all further
tudies to achieve selective and precise analytical consequences. As
an be seen in Fig. 2, the height of the CO absorbance signal is about
wice of that the CO2 signal in using potassium iodate as an oxidiz-
ng agent. Hence, by selecting CO instead of CO2 as a final analyte,

ore precise and sensitive results were obtained in the proposed
ystem.

.3. Influence of chemical, physical and spectroscopic parameters

The on-line VPG–FTIR system proposed in this work involves
our steps: (i) the oxidation of PA, (ii) the generation of CO, (iii)
he stripping of CO and its transport to the IR gas cell, and (iv) the
cquisition of the corresponding FTIR spectrum. Different chem-
cal, physical and spectroscopic parameters were selected by the
nivariate study to introduce the highest and most reproducible
mount of CO into the IR gas cell. However, the validity of the
reviously selected parameters was verified. In this process, a
50 mg L−1 PA standard solution was used through the rest of the
ork.
.3.1. Influence of potassium iodate concentration on CO
eneration

Potassium iodate is required to oxidize PA in order to gener-
te CO. The concentration and volume of the oxidant necessary for
omplete generation of CO from PA were evaluated. Studies carried
en PA and iodate. Inset: detailed spectrum in the selected measurement region.

out on the oxidation of PA standard solutions evidenced that 2 mL
of potassium iodate solution, with excess concentration (4.5%, m/v)
was sufficient to provide the total generation of CO and repeatability
of FTIR measurements.

3.3.2. Influence of pH
The solution pH of the sample is an important factor, which

may affect the chemical behavior of potassium iodate as an oxidiz-
ing agent. The effect of pH on the oxidation of PA with potassium
iodate, and the generation of CO was investigated within the range
of 0.5–5 by using appropriate buffer. The results illustrated in Fig. 3
reveal that analytical signals, obtained for the CO generated from
Fig. 3. Influence of pH on the determination of PA by vapor phase FTIR. Experimen-
tal conditions: PA concentration 150 mg L−1; KIO3 concentration 4.5% (m/v); KIO3

volume 2 mL; reactor volume 20 mL; sample volume 10 mL; N2 carrier flow rate
5 mL min−1; reactor temperature 75 ◦C; number of scans 15. Peak absorbance val-
ues indicated are the average of three independent measurements and error bars
correspond to their standard deviations.
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Table 1
Influence of N2 carrier flow rate on vapor-phase generation FTIR measurement of
PA.

N2 flow rate (mL min−1) Absorbance ± sn−1 Sampling frequency (h−1)

2.5 0.0296 ± 0.0005 12
5 0.0237 ± 0.0004 15
7.5 0.0189 ± 0.0004 18

10 0.0151 ± 0.0006 22
12.5 0.0128 ± 0.0005 25
15 0.0092 ± 0.0006 30
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Fig. 5. Influence of equilibrium time on the determination of PA by vapor phase
FTIR. Experimental conditions: as indicated in Fig. 4 with a reactor temperature
of 75 ◦C. Peak absorbance values indicated are the average of three independent
measurements and error bars correspond to their standard deviations.

Table 2
The VPG–FTIR conditions for PA determination.

Component Parameter Value

FTIR Number of scans accumulated
for background/spectrum

15

Nominal resolution 2 cm−1

VPG KIO3 concentration 4.5% m/v
KIO3 volume 2 mL
pH 3
Reactor volume 20 mL
Temperature 75 ◦C
N2 gas carrier flow rate 5 mL min−1

Table 3
Recoveries obtained for PA in pharmaceutical samples by vapor phase FTIR
spectrometry.

Sample Endogenous
valuea (mg L−1)

PA added
(mg L−1)

PA foundb

(mg L−1)
Recovery (%)

PA capsule 1c 75.0 0 75.3 ± 0.8 –
20 96.2 ± 0.9 106.1
50 125 ± 1 100.2
75 147 ± 2 95.9

100 176 ± 1 101.1

PA capsule 2c 37.5 0 38 ± 2 –
20 56.0 ± 0.6 92.6
50 90 ± 1 104.2
75 112.3 + 0.8 99.8

100 139 ± 1 101.7
xperimental conditions: PA concentration 150 mg L ; KIO3 concentration 4.5%
m/v); KIO3 volume 2 mL; pH 3; reactor volume 20 mL; sample volume 10 mL; reactor
emperature 75 ◦C; number of scans 15. The standard deviation values correspond
o three independent measurements.

.3.3. Influence of reactor volume
The effect of reactor volume on the analytical signals, obtained

or the CO produced from PA, was evaluated from 14 to 40 mL.
omparable values were achieved for the whole range of reactor
olumes studied. An increase in the sample vessel volume, which
ncreases the CO dispersion by increasing the total volume of the
ystem, has very small influence on the analytical signals obtained
rom the CO absorption band. A reactor volume of 20 mL, which
orresponds to the standard size, was selected for further studies.

.3.4. Influence of N2 carrier flow rate
It is well established that carrier gas flow rate meaningfully

ffects the analytical response in both hydride generation [41,42]
nd gaseous FTIR spectrometric systems [43,44]. The functions of
he gas carrier in the proposed VG–FTIR systems are: (i) the strip-
ng of the CO from the solution, and (ii) its transport to the IR gas
ell. The gas carrier drastically influences the analytical sensitivity
nd the sampling frequency. The effect of the N2 carrier gas flow
ate was evaluated from 2.5 to 15 mL min−1 (see Table 1). As can be
scertained, an increase in the carrier flow rate causes a decrease in
ensitivity, but increases the sampling frequency. Hence, a nitrogen
ow rate of 5 mL min−1, which allows a 15 h−1 sampling frequency
as selected in order to achieve a compromise between analytical

ensitivity and sample throughout.

.3.5. Influence of temperature
The study of the temperature effect on CO generation revealed

hat it is a decisive factor. In addition, the temperature affects the
inetic of the reaction between PA and potassium iodate, and the
iberation of CO from the PA solution. Results obtained in the range

5–95 ◦C are presented in Fig. 4. As can be seen, the absorbance of
he peaks increases, as the reactor temperature increases. However,
rom an experimental point of view fast measurement of CO creates
roblems with respect to monitoring absorption spectra. There-

ig. 4. Influence of temperature on the vapor-phase generation FTIR determina-
ion of PA. Experimental conditions: as indicated in Fig. 3 with a pH 3. Error bars
orrespond to three independent measurements.
a Correspond to a dilution of the sample solution.
b The standard deviation values correspond to three independent measurements.
c PA capsules 1 and 2: sample solutions with different dilutions.
fore, a temperature of 75 ◦C was selected in order to decrease water
vapor transfer to a minimum and to obtain a compromise between
speed, sensitivity, simplicity and reproducibility of the analytical
signals.

Table 4
Effect of the presence of foreign compounds on the determination of 150 mg L−1 PA.

Interference Concentration (mg L−1) Error (%)a

Ascorbic acid 1000 −3.33
Calvulanic acid 1200 +1.23
Benzylpenicillin 1200 −2.10
Phenylmethylpenicillin 1200 −1.86
Glucose 1500 +1.12
Lactose 1500 +1.75
Sucrose 1500 −1.31
Fructose 1500 −2.24
Saccharin 1500 +1.51

a Error (%) = [signal (PA + interference) − signal (PA)] × 100/signal (PA).
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Table 5
Results of analysis of PA capsules by vapor phase FTIR and by a reference method [40].

Experiment number Labeled value (mg/capsule) Proposed method (mg)a Reference method (mg)a Error (%)b Error (%)c

1 150.0 152.2 (±1.3) 154.3 (±1.0) +1.5 −1.4
2 250.0 246.6 (±0.6) 256.2 (±0.9) −1.3 −3.7
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a Values in parenthesis give the standard deviation based on three replicates.
b Error against the declared value.
c Error against the reference method.

.3.6. Influence of equilibrium time
A series of supplemental experiments were carried out by iso-

ating the reactor from the N2 carrier flow during the addition
f potassium iodate solution, for different periods of time. In fact
n this mode of experiments, the oxidant was injected and after

fixed reaction time the CO evolved under these conditions was
ntroduced into the measurement cell by means of carrier gas. This
llows the oxidation reaction and CO release to reach an equilibrium
tate before measurement.

Times between 50 and 700 s were tested as equilibrium times
efore measurement and, as can be seen in Fig. 5, a growth in the
quilibrium time up to 250 s leads to an increase in the analytical
ignal and then to a decrease. Maximum obtainable sensitivity in
50 s fixed reaction time shows no improvement compared with
ensitivity obtained by continuous flow mode. So, it is recom-
ended to work in the continuous flow mode after injection of

otassium iodate using a constant flow rate of N2 to introduce the
enerated CO continuously into the IR gas cell.

.3.7. Influence of the number of scans
The effect of the number of scans employed to establish

he background and to obtain each spectrum was studied from
to 35. 15 scans are enough to obtain a stable background

nd appropriate signal-to-noise ratio. So, this number of scans
as selected for further studies. Higher values than 15 do not

mprove significantly the quality of the analytical signals, and
eteriorated the sample throughput. Table 2 summarized both

nstrumental and experimental conditions selected in the proposed
ystem.

. Applications

.1. Analytical characteristics

Under the optimum experimental conditions, the relationship
etween the analytical signal and concentration was studied over
he range 2–750 mg L−1 and found to be linear from 4 to 380 mg L−1.
he corresponding fitted equation was A = 0.0002273 + 0.0001521C
ith r2 = 0.9995, where A is the absorbance at 2170 cm−1, corrected

y means of a baseline established between 2240 and 2000 cm−1,
nd C is the penicillamine concentration in mg L−1. The limit of
etection was determined by using the criterion, LOD = ksbl/m,
here k is a factor (=3), sbl is the standard deviation of the blank
easurements and m is the calibration slope. The value thus found
as 0.5 mg L−1. The repeatability of the system was determined

rom seven consecutive insertions of a 150 mg L−1 standard solu-
ion of penicillamine; the relative standard deviation (R.S.D.) thus
btained was 1.6%. The calculated throughput for this experimental
eries was 15 samples h−1.

Initially, the accuracy of the proposed method was evaluated
y means of recovery experiences. For this purpose, different

mounts of authentic PA were added to the diluted sample solu-
ions, obtained from PA capsules, and subsequently assayed by the
eveloped procedure. The results of this recovery study are shown

n Table 3. As can be ascertained, in all cases, the quantitative recov-
ries (92.6–106.1%) were obtained.
4.2. Study of interferences

The potential interferents studied included various excipi-
ents present in commercially available PA formulations. Solutions
containing the analyte at a 150 mg L−1 concentration and the inter-
ferents at levels above those typically found in the formulations
were used for this purpose. A compound was deemed an intefer-
ent when the error in the signal for a 150 mg L−1 standard of PA
exceeded 4%, in which case the concentration of the compound con-
cerned was lowered until no interferences was observed. Table 4
shows the results obtained.

4.3. Analysis of real samples

Finally, the developed procedure was applied to the determi-
nation of PA in the commercial pharmaceutical preparations. The
sample solutions, obtained from PA capsules, were treated as men-
tioned in the general procedure to calculate the amounts of PA in
the samples using simple calibration line. Table 5 presents results
obtained by applying the vapor phase FTIR approach and those
obtained by the reference colorimetric method [40]. These results
indicate the accuracy of the proposed method, and its viability for
the analysis of PA in this type of samples.

5. Conclusion

The on-line vapor phase FTIR procedure developed in this work
permits the fast, precise and accurate determination of PA in
commercial pharmaceutical preparations. In contrast to some flu-
orimetric, spectrometric and electrochemical methods, proposed
previously for the determination of PA, the present methodology
does not have matrix interferences, nor does it require any sample
preparation step. Additional advantages are the relatively inexpen-
sive set-up and the low consumption of reagents and the absence
of use of toxic organic reagents, which is a common practice in the
FTIR analysis.
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a b s t r a c t

Ultra-performance liquid chromatography–quadrupole-time-of-flight mass spectrometry (UPLC–Q-TOF-
MS) is an effective technique for analysis of complex samples with offering rapid, efficient separation
in combination with accurate mass measurement and tandem mass spectrometry (MS/MS). This paper
exploits this technique to identify the alkaloids in corydalis yanhusuo, an important antalgic Traditional
Chinese Medicine (TCM). The mass spectral fragmentation behavior of one tertiary alkaloid and two qua-
eywords:
PLC/Q-TOF
S/MS

creening
lkaloids
orydalis yanhusuo W.T. Wang

ternary alkaloids was studied in detail. Low-abundance product ions of tertiary and quaternary alkaloids
were investigated and compared between each other. Sixteen alkaloids were screened out by using a
systematic screening method developed in our laboratory; structures of eight therein were identified by
characteristic UV absorption spectrum and positive ion mode of Q-TOF-MS/MS; and two of them were dis-
covered for the first time in corydalis yanhusuo to our knowledge. This research demonstrates the potential
of UPLC-Q-TOF-MS in structural characterization and identification of components in traditional Chinese

herbal medicines.

. Introduction

The traditional Chinese medicine (TCM) is a kind of natu-
al therapeutic agent used under the guidance of the theory of
raditional Chinese medical sciences which has been used for
ver thousands of years in China. Analysis of the chemical con-
tituents of TCM is a considerable challenge to the researchers
ince it always contains hundreds and thousands of compounds in
acro, micro, and even trace concentrations. Under many practical

ircumstances, chemical components bearing therapeutic effects
re still unclear. Development of simple, effective and sensitive
ethods for qualification, and even quantification, of components

n TCM, thus, poses a crucial role in the development of TCM
cience.

Up to now, several methods have been reported for the

etermination and analysis of compounds in TCM, includ-

ng high-performance liquid chromatography (HPLC) [1–3],
igh-performance liquid chromatography–mass spectrometry
HPLC–MS) [4–7], capillary electrophoresis (CE) [8–10] and cap-

∗ Corresponding author. Tel.: +86 411 8437 9519; fax: +86 411 8437 9539.
E-mail addresses: zhangxiuli@dicp.ac.cn (X. Zhang),

iangxm@dicp.ac.cn (X. Liang).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.002
© 2008 Elsevier B.V. All rights reserved.

illary electrophoresis/mass spectrometry (CE/MS) [9]. It has been
demonstrated that HPLC–MS is a useful tool for the identifi-
cation and elucidation of compounds in complex TCM samples
[11,12]. Among various types of LCs, ultra-performance liquid chro-
matography (UPLC), using sub-2 mm particles, has especially high
resolution, sensitivity and speed when performing TCM analysis.
In addition, UPLC could detect more components than HPLC. A
number of mass analyzers can be used for TCM analysis, such
as, triple quadrupoles [11] and ion traps [13,14]. While the for-
mer provides well established know-how such as neutral loss and
product ion scanning, the latter allows MSn for structural elucida-
tion. Both analyzers provide nominal mass accuracy. Time-of-flight
mass spectrometry (TOF-MS) is another type of mass analyzers that
allows the generation of mass information with enhanced accuracy
and precision. These accurately measured mass values can then be
used to produce candidate empirical formulae which significantly
reduce the number of possible structures of target compounds
[15–18].

Corydalis yanhusuo W.T. Wang is an important kind of TCM

with antibacterial, antiviral, and anticancer activities [2]. It has
gained ever-increasing popularity in today’s world because of its
therapeutic effects on promoting blood circulation, reinforcing
vital energy, and alleviating pain such as headache, chest pain,
epigastric pain, abdominal pain, backache, arthralgia or trauma
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Fig. 1. The structure of te

5,19]. Corydalis yanhusuo is traditionally and mainly cultivated
n Zhejiang province of China as an annual crop using tubers
20]. The tuber contains many tertiary and quaternary alkaloids
hat are the main bioactive components. The structures of some
lkaloids are shown in Fig. 1. However, there are still a lot of
lkaloids in the tubers that remain uninvestigated, especially
hose in the micro, or even trace concentrations, which cannot
e easily separated and identified by traditional phytochemistry
ethods.
A variety of methods have been reported for the determination

f tertiary and quaternary alkaloids, HPLC [2], HPLC–MS [11,14,21],
tc. Among these techniques, HPLC–MS, especially when coupled
ith soft ionization source, has become a very powerful tool in the

nalysis of alkaloids. The mass spectrometric fragmentation behav-
or of five quaternary alkaloids was investigated by ion trap MS in
etail [14]. In a recent work, ten alkaloids from corydalis yanhusuo

ncluding seven tertiary alkaloids and three quaternary alkaloids
ere studied and a proposed fragmentation rule has been obtained

o facilitate the identification alkaloids in corydalis yanhusuo
11].

Ultra-performance liquid chromatography–qadrupole-time-of-
ight mass spectrometry (UPLC–Q-TOF-MS) with high sensitivity
nd resolution has been widely used in the analysis of peptides
nd proteomic. Its usage in the analysis of compounds in TCMs is
till in its early stage [15,22]. This paper exploits high-resolution-
nd-sensitivity UPLC-Q-TOF to analyze the alkaloids in corydalis
anhusuo and attempts to reveal more useful information of this
mportant antalgic TCM. In this work, three standards including
ne tertiary alkaloid and two quaternary alkaloids were used to

stablish the mass spectrometry method. This method included
rotocols to analyze low abundance product ions, characterize the
tructures of alkaloids in corydalis yanhusuo, and identify the accu-
ate structures of the target compounds. Two new alkaloids in
orydalis yanhusuo were found.
and quaternary alkaloids.

2. Experimental

2.1. Materials and chemicals

Acetonitrile (HPLC grade) was purchased from Merck (Ger-
many); Formic acid was purchased from J&K CHEMICA (USA);
water was purified by a Milli-Q system (Millipore, Billerica, MA,
USA). Other solvents and chemicals were purchased from Shenyang
Chemical Engineering Factory (Shenyang, China). The standards
of tetrahydropalmatine, berberine and palmatine were purchased
from the National Institute for the Control of Pharmaceutical and
Biological Products (Beijing, China).

2.2. Instruments and methods

UPLC/Q-TOF-MS analysis was performed with a Waters Acquity
UPLC coupled with a Q-TOF Premier, a quadrupole and orthogonal
acceleration time-of-flight tandem MS (Waters Co., UK), which was
equipped with the LockSpray and ESI interface. This system was
operated under MassLynx 4.1 software (Waters Co., USA).

Chromatography was performed using a Waters ACQUITY UPLC
system, equipped with a binary solvent delivery system, an
autosampler, and a tunable UV detector. The chromatographic col-
umn used was Waters ACQUITY BEH C18 (100 mm × 2.1 mm i.d.,
1.7 �m). Chromatography was carried out in gradient mode. The
elution system consisted of acetonitrile (A) and 0.5% formic acid
aqueous solution (B). The gradient was: 0–10 min, 20%A–30%A.

The mass spectrometry was performed on a Q-TOF system
(Waters Co., UK). The Q-TOF instrument was operated in V mode,

for MS experiments, with the TOF data being collected between
m/z 100 and 1000. The optimized conditions were desolvation gas
800 L/h at a temperature of 350 ◦C, cone gas 50 L/h, and source
temperature 120 ◦C, capillary and cone voltages 3 kV and 40 V,
respectively. The TOF mass spectrometer was calibrated routinely in
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he positive electrospray ionization (ESI+) mode using the solution
f Fibrinopiptide B. Data were centralized during acquisition using
ndependent reference lock-mass ions via the Lock Spray inter-
ace to ensure mass accuracy and reproducibility. The solution of
eucine enkephalin (Sigma Chemical Co.) was used as lock-mass,
ith an [M+H]+ ion of m/z 556.2771. The MS/MS experiments were
erformed using a variable collision energy (10–30 eV), which was
ptimized for each individual compound. The LockSpray frequency
as set at 15 s. The accurate mass and composition for the precursor

nd fragment ions were calculated using the MassLynx 4.1 software
ncorporated in the instrument.

.3. Plant material and sample preparation

Corydalis yanhusuo was collected from Dongyang County
Zhejiang, China). The herb was authenticated by Institute of Med-
cation, Xiyuan Hospital of China Academy of Traditional Chinese

edicine. The extraction was performed by Mai-DiHai Pharmacy
China). The procedure was as follows: 10 kg herb was grounded
nto powder and decocted in 100 L of water at 100 ◦C for 120 min.
hen the residue was collected and redecocted in 100 L of water
t 100 ◦C for 90 min. The decoctions were collected at both times
nd dried by spray drying. Then, 0.15 kg of extract was dissolved in
.5 L of water/ethanol 30:70 (v/v) and the solution was extracted
n 0.75 L of ethyl acetate for three times. Residual was extracted in
.75 L of n-butanol. Repeating the extracted process again, the frac-
ion of n-butanol was collected and dried with a rotary evaporator
t 60 ◦C. An aliquot of n-butanol fraction was dissolved in methanol
nd filtered through 0.22 �m membranes for analysis.

. Results and discussion

.1. Finding potential alkaloids by UPLC-Q-TOF with screening
able
The major problem with the analysis of alkaloids is that the
nteraction of basic alkaloids with anionic silanol functional groups
esults in strong peak tailing. Several strategies were commonly
pplied to solve the problem. For example, buffer solution and ion

ig. 2. The UPLC–Q-TOF-MS analysis chromatogram. (a) The UPLC analysis chromatogram (
f tertiary alkaloids. (b) The total ion chromatogram; conditions: ACQUITY UPLCTM BEH C
ormic acid; gradient: from 20%A to 30%A in 10 min.
8 (2009) 513–522 515

pair reagents were possible ways to avoid these interactions [23].
But these methods were complex, expensive, and unable to be com-
bined with mass spectrometry directly. In this study, the usage
of ACQUITY BEH C18, porous hybrid organic–inorganic silicon-
based particles with a narrow size distribution around 1.7 �m, was
observed to be able to avoid the interaction mentioned above and
thus without the addition of salts or ion pair reagents, the alka-
loids got good separation on ACQUITY BEH C18 column as shown in
Fig. 2, in which every peak width is less than 0.2 min. In addition,
the mobile phase shown in experiments make this UPLC analysis
method can easily coupled with MS.

In order to systematically characterize the alkaloids in corydalis
yanhusuo, a screening table was designed. In corydalis yanhusuo,
the main alkaloids are tertiary and quaternary alkaloids. The basic
skeleton of tertiary and quaternary alkaloids was used to construct
the screening table for alkaloids by adding the substitute groups.
The basic skeleton of tertiary and quaternary alkaloids has two
molecular weights 235 and 232 which are shown in Fig. 1. According
to the literature, the main substitute groups were methylenedioxy,
hydroxyl, methoxyl and methyl. The number of substitute group
was limited to 2, 1, 4 and 1, respectively. The substitution sites
were 2, 3, 9, 10, 5 and 13. For the methylenedioxy group needs
two neighbor substitute sites, the substitute sites were 2 and 3 or 9
and 10. According to the characteristic of the alkaloids in corydalis
yanhusuo, the methylenedioxy and methoxyl groups were never
connected to the position 5 or 13 as well as we have known. On the
basis of this condition, the screening table was finished (Table 1).
In this table, the first, second, and third columns were designed
for the tertiary alkaloids while the ninth, tenth, and eleventh were
for the quaternary alkaloids. According to the literature, the sub-
stitute group in the position 5 is hydroxyl, methyl, or nothing. We
can suppose the substitute group one by one in the design of the
screening table. If position 5 did not have any substitute group,
then the third and ninth columns would be designed for the ter-

tiary and quaternary alkaloids by arranging the substitute groups
at five substitution sites of two basic skeletons, respectively. Sim-
ilarly, if the methyl or hydroxyl was connected to position 5, then
the first and second columns would be designed for the tertiary
alkaloids, respectively, and the ninth and tenth columns would be

I) the characteristic spectrum of quaternary alkaloids (II) the characteristic spectrum
18 (1.7 �m, 100 mm × 2.1 mm i.d.); mobile phase: A acetonitrile; B water with 0.5%
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Table 1
The screening table of tertiary and quaternary alkaloids.

Tertiary alkaloids CH2O2 (+44)b –OCH3 (+30)c –OH (+16)c –CH3 (+14)c H (+0) Quaternary alkaloids

[M+H]+ (5-CH3) 249a [M+H]+ (5-OH) 251a [M+H]+ (5-H) 235a [M]+ (5-CH3) 246a [M]+ (5-OH) 248a [M]+ (5-H) 232a

(370) 372 356 1 2 1 0 0 (366) 368 352
– 370 354 1 2 0 1 0 – 366 350
(354) 356 340 1 2 0 0 1 (350) 352 336
354 356 340 2 0 1 0 0 350 352 336
– 354 (338) 2 0 0 1 0 – 350 334
– 340 324 2 0 0 0 1 (334) 336 320
– 342 326 1 0 2 1 0 – 338 322
(326) (328) 312 1 0 2 0 1 (322) 324 308
– 326 310 1 0 1 1 1 – 322 306
(310) 312 (296) 1 0 1 0 2 (306) 308 (292)
– 310 (294) 1 0 0 1 2 – 306 (290)
(356) (358) 342 1 1 2 0 0 (352) 354 338
– 356 340 1 1 1 1 0 – 352 336
(340) 342 326 1 1 1 0 1 (336) 338 322
– 340 324 1 1 0 1 1 – 336 320
(324) 326 310 1 1 0 0 2 (320) 322 306
(386) (388) 372 0 4 1 0 0 (382) (384) 368
– 386 370 0 4 0 1 0 – 382 366
– 372 356 0 4 0 0 1 366 368 352
(372) (374) (358) 0 3 2 0 0 (368) 370 354
– 372 356 0 3 1 1 0 – 368 352
356 358 342 0 3 1 0 1 (352) 354 338
– 356 340 0 3 0 1 1 – 352 336
340 342 326 0 3 0 0 2 336 338 322
– 358 342 0 2 2 1 0 – 354 338
(342) (344) 328 0 2 2 0 1 338 340 324
– 342 326 0 2 1 1 1 – 338 322
(326) 328 312 0 2 1 0 2 322 324 308
– 328 312 0 1 2 1 1 – 324 308
(312) (314) 298 0 1 2 0 2 (308) 310 294
– 312 296 0 1 1 1 2 – 308 292
– (298) (282) 0 0 2 1 2 – 294 (278)

The molecular weight in brackets is the repeated ones in the table.
a 235, 232 is the m/z value of tertiary alkaloids and quaternary alkaloids without any substitute group, respectively. 249, 251 is the m/z of tertiary alkaloids with the methyl, hydroxyl connecting to the substitute site 5, respectively.

246, 248 is the m/z of quaternary alkaloids with the methyl, hydroxyl connecting to the substitute site 5, respectively.
b (+44) is the molecular weight of methylenedioxy subtract the molecular weight of two hydrogens for the two substitute sites in the basic skeleton.
c (+30), (+16), (+14) is the molecular weight of methoxyl, hydroxyl and methyl subtract the molecular weight of one hydrogen for the one substitute site in the basic skeleton, respectively.
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Table 2
retention time(RT), MS data, UV �max and elemental composition of the target compounds screened out by the screening table.

Peak number RT (min) [M+H]+ (m/z) Empirical formula UV �max (nm) ESI–MS/MS (m/z) Identification

1 3.2 356.184 C21H26NO4 232 192.1028 Tertiary alkaloid
283 177.0784

2 3.52 356.1854 C21H26NO4 231 192.1028 Tertiary alkaloid
280 177.0784

3 3.35 356.1852 C21H26NO4 231 192.1034 (RDA-tetrahydroisowuinolin) Tetrahydropalmatine
286 177.0789 (RDA-benzene-ring)

4 3.97 354.1326 C20H20NO5 231 188.0713, 149.0594 Tertiary alkaloid
286

5 4.27 338.1372 C20H20NO4 231 322.1089, 323.1152, 320.0909, Quaternary alkaloid
276 308.0936, 294.1134
345
421

6 4.58 370.1664 C21H24NO5 234 322.1063, 308.0950 Quaternary alkaloid
267 294.1149, 279.0907
352
455

7 4.75 320.0916 C19H14NO4 234 318.0760 [M–2H]+ Coptisine
267 292.0951 [M–CO]+

352 290.0818 [M–2H–CO]+

457 262.0864 [M–2H–2CO]+

8 4.84 370.2005 C22H28NO4 232 207.1200 (RDA-tetrahydroisowuinolin) Corydaline
280 191.0955 (RDA-benzene-ring)

9 5.12 338.139 C20H20NO4 234 190.0841 (RDA-tetrahydroisowuinolin)

268 149.0612 (RDA-benzene-ring)
10 5.32 352.1538 C21H22NO4 234 337.1306 Quaternary alkaloid

263 336.1220
340 322.1085
437 308.1253

11 5.56 352.1537 C21H22NO4 234 336.1225 Quaternary alkaloid
268 337.1286
342 322.1084
440 308.1295

12 5.96 354.1707 C21H24NO4 234 190.0863, 188.0733 Tertiary alkaloid
278

13 6.20 334.1075 C20H16NO4 234 332.0651 [M–2H]+

274 306.0962 [M–CO]+

346 304.0816 [M–2H–CO]+

427 276.0861 [M–2H–2CO]+

14 6.4 352.1534 C21H22NO4 234 336.1233 [M–CH3–H]+ Palmatine
274 337.1286 [M–CH3]+

346 322.1086 [M–2CH3]+

427 320.1259 [M–2CH3–2H]+

308.1293 [M–CH3–H–CO]+

294.1135 [M–2CH3–CO]+

15 6.88 336.123 C20H18NO4 234 321.0995 [M–CH3]+ Berberine
264 320.0958 [M–CH3–H]+

347 306.0749 [M–2CH3]+

427 292.0967 [M–CH3–H–CO]+

278.0699 [M–2CH3–CO]+

16 7.74 366.1675 C22H24NO4 231 351.1452 [M–CH3]+ Dehydrocorydaline
264 350.1381 [M–CH3–H]+

337 336.1241 [M–2CH3]+

d
t
m
r

418
esigned for the quaternary alkaloids, respectively. In the screening
able, the blank means the designed structures were repeated. The

olecular weights in brackets represent this molecular weight was
epeated in the table. Finally, there were 160 compound structures
334.1442 [M–2CH3–2H]+

322.1432 [M–CH3–H–CO]+

308.1299 [M–2CH3–CO]+
with 40 molecular weights in this screening table. On the basis of
the MS data and the screening table, 16 alkaloids were selected out
(Table 2). Eight of them were quaternary alkaloids while the other
eight were tertiary alkaloids.
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Before being distinguished by MS, quaternary and tertiary
lkaloids can firstly be classified by UV spectrum. As shown
n Fig. 2, the alkaloids have two different UV absorption spec-
rum types. One type has four maximum wavelengths and the
ther has two which response to quaternary and tertiary alka-
oid by comparing with the standards, respectively. Moreover, it is
nteresting to note that several compounds have the same molec-
lar weight but different retention time. Namely, many isomeric
ompounds exist in corydalis yanhusuo. For example, peaks 10,
1, and 14 own the same m/z value (352) but varied retention
ime (5.32, 5.56, and 6.40, respectively). From the UV absorp-
ion spectrum, peaks 11 and 14 were categorized to quaternary
lkaloids while peak 10 to tertiary alkaloids. Although the basic
keleton can be determined according to the UV absorption spec-
rum, it is difficult to characterize the accurate structure when
t is only based on the full scan MS data. A further Q-TOF-

S/MS analysis should be taken for the structure analysis of these
ompounds.

.2. Structure characterization of the alkaloids by Q-TOF

In this work, three standards were used to study the MS frag-
entation mechanism. Tetrahydropalmatine is a tertiary alkaloid
hile berberine and palmatine belong to quaternary alkaloids. The

SI–MS/MS spectrums of these three compounds were shown in
ig. 3.

In MS/MS of tetrahydropalmatine (Fig. 3a), the predomi-
ant ion appeared at m/z 192.1007, which corresponds to the
etro–Diels–Alder (RDA) fragmentation reaction of c-ring opening.
wo fragment ions were obtained from the part of tetrahy-
roisowuinolin and benzene-ring at m/z 192.1007 and 165.0915,

espectively, which is in agreement with the literature [11]. It is
lso the characteristic fragmentation pathway for the tertiary alka-
oids. Furthermore, the interesting fragment ions observed at m/z
50.0685 and 177.0797 correspond to the elimination of the methyl
adical of the benzene-ring and tetrahydroisowuinolin, respec-

Fig. 3. ESI–MS/MS spectrums of (a) tetrahydrop
8 (2009) 513–522

tively. The fragmentation pathway was shown in dashed line frame
in Fig. 4.

In MS/MS of berberine and palmatine (Fig. 3b and c), the mass
spectrum pattern is quite different from the tertiary alkaloids. It is
difficult to open the ring for the conjugate plane structure of qua-
ternary alkaloids, thus there is no RDA fragmentation reaction. The
fragment ion was produced by the loss of small groups from the
compounds as shown in Fig. 5. The predominant ion appeared at
m/z 336.1232 for palmatine, which corresponds to the loss of methyl
and H radicals. The ion at m/z 337.1301 was determined as the neu-
tral loss of the methyl radical group. In addition, the ion at m/z
322.1084 was observed for the loss of two methyl radicals from the
ion at m/z 337.1301. Then, the ion at m/z 308.1294 and m/z 294.1105
was formed by the neutral elimination of CO fragment from the
ion at m/z 336.1232 and 322.1084, respectively. The fragmentation
pathway of berberine is similar to that of palmatine, all of them are
in agreement with the literature [14]. It is the characteristic MS/MS
spectrum pattern for quaternary alkaloids.

In this study, low abundance product ions of alkaloids, which
were always neglected in the previous study, were firstly paid much
attention. Compared the magnified MS/MS spectrum of tetrahy-
dropalmatine with that of palmatine in Fig. 3, it is interesting to
note that some fragment ions occurred in both spectrums, such as
m/z 308.1342, 322.1434. This indicated that tetrahydropalmatine
may have two fragment pathways: RDA reaction and the similar
way as palmatine. According to the m/z value of fragment, the frag-
ment pathway of tetrahydropalmatine was deduced as shown in
Fig. 4. In the magnified MS/MS spectrum of tetrahydropalmatine,
the ion at m/z 341.1615 was observed by the loss of methyl radi-
cal. Then, the ion at m/z 326.1399 and m/z 340.1551 were formed
by the neutral elimination of CO fragment and H radical from the

ion at m/z 341.1615, respectively. Also the ion at m/z 312.1544 was
formed by the neutral elimination of CO fragment from the ion at
m/z 340.1551. This fragmentation pathway is similar to palmatine.
In the process of forming the fragments, the whole molecular struc-
ture tends to turn into a more stable state. For example, the ion at

almatine, (b) palmatine and (c) berberine.
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Fig. 4. Fragmentation pa

/z 322.1434 was formed by means of the loss of four hydrogens
rom the ion at m/z 326.1399 to reach a more stable state of a con-
ugated structure. Similarly, the ion at m/z 308.1342 corresponds to
he loss of four hydrogens from the ion at m/z 312.1544. These two
ragment ions were exactly the same as the fragments of palmatine.
hen, the ion at m/z 294.1105 was formed by the neutral elimina-
ion of CO fragment from the ion at m/z 322.1434, which was also
ncluded in the fragments of palmatine. All information showed
hat a tertiary alkaloid had the similar fragmentation behavior as
ts corresponding quaternary alkaloids, which helps to identify the
ccurate structure of the alkaloids.

In the extract sample of corydalis yanhusuo, sixteen target com-
ounds were obtained by the screening study using the full scan
ode (Table 2). The characterization of the target compounds

as performed by Q-TOF using the CID mode. From the MS/MS

pectrum, there were two different patterns. One is similar to
etrahydropalmatine, which has RDA fragmentation reaction, and
he other is similar to berberine and palmatine, which the predom-
nant ion is in the relatively high m/z value section. This result is
of tetrahydropalmatine.

in agreement with the UV characterization. Although the struc-
tural framework and substitute groups can be decided, the accurate
structure of the alkaloids is difficult to determine because of the
uncertain connecting position. However, based on the screening
results, empirical formula, fragmentation pathway and literature
data, the structures of 8 compounds were finally identified. The
rest needed to be further investigated.

In order to determine the structure of each compound, the
UV absorption spectrum pattern and ESI–MS/MS spectrum pat-
tern were taken to decide which kind of alkaloids the compounds
belonged to. Then the MS/MS data was used for further investi-
gation. Take peak 7 for example, the UV absorption and MS/MS
spectrums were similar to the quaternary alkaloids. The predomi-
nant ion appeared at m/z 292.0951, which corresponds to the loss

of a neutral CO fragment. The ion at m/z 318.0760 was found in this
experiment corresponding to the loss of two hydrogens for the sta-
ble state of a conjugated structure. Then, the ion at m/z 290.0818
was formed by the subsequent neutral loss of CO fragment from the
ion at m/z 318.0760. And a further ion at m/z 262.0864 was formed
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tion. Then we investigate the MS/MS fragments of peak 16th by
Fig. 5. Fragmentation pathway of palmatine.

y another neutral loss of CO fragment from the ion at m/z 290.0818.
ompared to the literature [14], this compound was identified as
optisine.

The accurate molecular weight afforded by the Q-TOF is valuable
nformation for the accurate structure determination. For example,

/z 366 of peak 16 have four different positions in screening table,

ncluding M-5-CH3(line 1), M-5-OH(line 2), M-5-H(line 18), M-5-
H3(line 19), which meant that it will be very difficult to determine
he structure of peak 16th with m/z 366 only depending on the
creening table. Basing on the accurate molecular weight afforded

Fig. 6. ESI–MS/MS spectrums of
Fig. 7. Fragmentation pathway of peak 16.

by TOF, the empirical formula of peak 16th was C22H24NO4, in which
the number of oxygen molecular in the compound was four. So,
there were two possible structures left for the further investiga-
Q-TOF. In the MS/MS data (Fig. 6b), the ion at m/z 351.1452 corre-
sponds to the loss of methyl radical and the ion at m/z 350.1381
formed by the loss of methyl and H radicals. In addition, the ion at
m/z 336.1241 was also observed for the elimination of two methyl

peak 8 (a) and peak 16 (b).
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adicals. Furthermore, the ions at m/z 336.1241 and m/z 350.1381
ndergo subsequent neutral loss of CO fragment to form the ions
t m/z 308.1299 and m/z 322.1432, respectively. The fragmentation
athway as shown in Fig. 7 is similar to palmatine. It is noted that the
ifference m/z value of the corresponding fragments of these two
ompounds was 15 Da. Therefore, it can be deduced that the H in
almatine was replaced by methyl to form the compound structure
f peak 16. If the methyl group was connected to C-5, the methyl
roup would be easily eliminated for the more stable state of a con-
ugated structure, so the ion at m/z 350.1381 would not be found
14]. So, the methyl group was connected to C-13, this compound
as identified as dehydrocorydaline.

The fragment behavior similarity of tertiary alkaloids and its cor-
esponding quaternary alkaloids in the relatively high m/z value
ection was useful in the structure identification. For example,

eak 8 was a tertiary alkaloid according to the characteristic UV
bsorption spectrum and the characteristic MS/MS spectrum type.
n screening table, there were three different positions, includ-
ng M+H-5-CH3(line 1), M+H-5-OH(line 2), M+H-5-H(line 18). The

Fig. 8. Fragmentation pathway of peak 8.
Fig. 9. Fragmentation pathway of peak 13.

empirical formula of peak 8th was C22H28NO4, in which the number
of oxygen molecular in the compound was four. So this compound
could be identified as corydaline. Corydaline was the correspond-
ing tertiary alkaloids of dehydrocorydaline. Then, take a close look
at the MS/MS data from m/z 280 to 370 of peaks 8 and 16 (Fig. 6), it
was noted that some fragment ions occurred in both spectrometry,
such as m/z 308.1280, 322.1434. This displayed the fragment behav-
ior similarity between corydaline and dehydrocorydaline which
was similar to that of the tetrahydropalmatine and palmatine we
have investigated above. And it got fine mutual verification. The
fragmentation pathway was shown in Figs. 7 and 8 for peaks
16 and 8.

Because of the screening methods, some minor peaks were also
identified in this work. For example, peaks 9 and 13 were two minor
peaks no matter from the UV spectrum or MS spectrum (Fig. 2).
The basic skeleton of these two compounds can be easily deter-
mined according to the characteristic UV absorption spectrum and
the characteristic MS/MS spectrum type. Peak 9 was a kind of ter-
tiary alkaloid with m/z 338 and peak 13 was a quaternary alkaloid
with m/z 334 (Table 2). From the screening table, there were two
methylenedioxys and one methyl in these two structures. The two
methylenedioxy groups were connected to the position 2, 3 and
9, 10. The methyl group might be connected to position 5 or 11.
For peak 9, the basic skeleton was a symmetrical structure. More-
over, in the MS/MS data, the ion at m/z 190.0841 corresponds to
the RDA fragmentation reaction of the c-ring opening which was
the characteristic fragment of tertiary alkaloid. So, the structure of
this compound was easily identified as shown in Table 2. For peak
13, it was not a symmetrical structure. The methyl group could be
connected to C-5 or C-13, which meat two different compounds.
However, if the methyl group was connected to C-5, the ion at m/z
332.0651 would not be found for the formation of the more sta-
ble state of a conjugated structure. So, the methyl group in peak

13 was connected to C13 and the structure of peak 13 was identi-
fied as shown in Table 2. The fragmentation pathway was shown
in Fig. 9 for peak 13. These two compounds were found in corydalis
yanhusuo for the first time.
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Fig. 10. Eight compounds which has the m/z va

Although sometimes it is difficult to obtain the accurate struc-
ure only based on the MS data in the process to determine the
tructure, a possible structure can be obtained using this method.
ake m/z 352 for example, there were eight possible compounds
ith different number of substitutes and different substitute sites

Fig. 10) based on the screening table. The experiments data showed
hat the empirical formula was C21H22NO4 which mean the number
f oxygen molecular in the compounds was four. So, the com-
ounds of F, G and H were left for further investigation. Compared
o the standard, the m/z 352 eluting at 6.43 min was identified
s palmatine. As to the other two compounds, the substitute site
f methyl can be determined by the MS/MS data which is sim-
lar to peak 16. For the changeable of the substitute site of the
ydroxyl, it is difficult to identify the accurate structure solely on
S data.
In this method, UPLC–Q-TOF-MS/MS is used for the better res-

lution and valuable information (MS/MS data, accurate mass,
mpirical formula). Taking full use of the literature data and com-
ining the characteristic of each compound, this method is effective
or the identification of compounds, especially for complex sam-
les.

. Conclusion

UPLC–Q-TOF-MS proved to be an effective method for the struc-
ure characterization and identification of alkaloids in corydalis
anhusuo. The fragmentation mechanism of tetrahydropalmatine,
erberine and palmatine was investigated in this work. The con-
iderable fragmentation information obtained by MS/MS is very
seful for the structure elucidation. The low abundance product

ons obtained before RDA reaction of tetrahydropalmatine were
tudied and compared with palmatine. The results showed the
ragmentation behavior similarity between tertiary alkaloids and

ts corresponding quaternary alkaloids. It will be very useful in the
tructure identification of alkaloids. According to the screening
able, 16 alkaloids were screened out finally. The characteristic
V absorption and tandem mass spectrum were combined to

dentify the accurate structure of the target compounds. Moreover,

[
[
[

[

352, were screened out by the screening table.

TOF-MS is able to give useful information for the accurate structure
determination like accurate molecular weight, empirical formula.
Finally, eight compounds were identified in this work.
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a b s t r a c t

Determination of O-glycosylation sites in glycopeptides was developed by using two model compounds
designed from mucin2 tandem repeat motif and erythropoietin. �-Elimination/addition reaction using
dimethylamine on glycosylated site through a Michael-type condensation produced efficient deglyco-
sylation with appropriate chemical modification. The use of dimethylamine was efficient to release the

◦
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eywords:
-glycosylation site
lycopeptide

O-linked glycan in a reaction time period of 2–6 h at 55 C. Peptide sequencing was then performed using
the liquid chromatography/quadrupole time-of-flight mass spectrometry and MS–MS experiments. Inter-
pretation of fragmentation pathways of the �-elimination/addition products enabled straightforward
recognition of glycosylation site. Compared to the fragmentation of corresponding native peptides, mass
shift of −18 Da or +27 Da was clearly observed for the two kinds of �-elimination/addition products of the

imeth
mon
-Elimination/addition
C/Q-TOF MS

glycosylated threonine. D
than methylamine and am

. Introduction

Characterization of O-glycosylation in terms of structure and site
ocation is likely to be one of the most difficult features to study for
ost-translational modifications of proteins. The O-glycosylation
rocess involves linkage of N-acetyl-d-galactosamine (GalNAc) or
-acetyl-d-glucosamine (GlcNAc) residues through the oxygen in

he hydroxyl group of Ser (serine) or Thr (threonine) residues [1–4].
The mapping of O-glycosylated protein and peptides has been

erformed by enzymatically tagging proteins and peptides with
adio labeled galactose in the past [5], but the process was
ery lengthy and tedious. In recent years, lectin affinity selection
echnology [6,7] is being used increasingly in glycoproteomics,
specially in the case of O-glycoproteins. Mass spectrometry
s also widely used in the analysis of glycopeptides, but the
onventional collision-activated dissociation (CAD) [8–10] and
ost-source decay (PSD) mass spectrometry techniques [4,11] often

ails O-glycosylation site identification due to the liability of the
lycan–peptide bond. Only the new MS/MS methods of electron-
apture detection [12–14] and electron-transfer dissociation [15]

an generate in high yield the glycosylated fragment ions of the
and z series for site-specific determination of O-glycosylation.
owever, such instrument is not commonly available in biological

aboratories.

∗ Corresponding author. Tel.: +852 34117070; fax: +852 34117348.
E-mail address: zwcai@hkbu.edu.hk (Z. Cai).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.11.026
ylamine was found to provide higher efficiency of �-elimination/addition
ia.

© 2008 Elsevier B.V. All rights reserved.

Different chemical approaches have been developed to over-
come instrumental limitations on O-glycopeptides determination.
Deglycosylation with hydrazinolysis is useful but is associated with
degradation of the polypeptide backbone [16,17]. �-Elimination
with NaOH is a common deglycosylation procedure for O-linked
glycans, which can normally convert the glycosylated Ser and Thr
residues into dehydroalanine and dehydrobutyric acid, respec-
tively [18–20]. Rademaker et al. [21] have demonstrated that
ammonia is preferred compared to the NaOH treatment. However,
the difference of only one mass between –OH and –NH2 groups
renders the structural elucidation using MS techniques at low
resolution such as CAD with triple quadrupoles or MALDI/PSD
difficult. Hanisch et al. [22] and Mirgorodskaya et al. [23] reported
�-elimination with methylamine followed by MALDI-TOF/ion
trap MS mapping for locating O-glycosylation sites. Cauet et al.
[24] and Czeszak et al. [25] have described �-elimination with
dimethylamine and ethanethiol for recognizing O-glycosylation
sites. In other approaches, the partial acid hydrolysis combined
with MALDI–MS was explored for the determination of glyco-
sylation sites in mucin-type glycopeptides [23,26]. Czeszak et
al. [27] demonstrated that MALDI/PSD analysis of the molecular
cation of glycopeptides derivatized at their amino terminus with
a phosphonium group enabled localization of O-glycans on the

peptide chain. Recently our group also presented a chip-based
capillary electrophoresis coupled to mass spectrometry (CE–MS)
method [28] for the separation of a O-glycosylated peptide based
on ammonia and dimethylamine, but further study is still needed
to investigate its practical application.
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In this report we describe a method for the assignment of
-glycosylation sites in the glycopeptides designed from mucin2

andem repeat motif and erythropoietin using �-elimination with
imethylamine, followed by liquid chromatography/electrospray
uadrupole time-of-flight mass spectrometry (LC/ESI–Q-TOF) map-
ing. Deglycosylation was achieved in 2–6 h at 55 ◦C. It transformed
-glycosylated Thr residue into the �-elimination/addition deriva-

ives with a mass shift of −18 Da or +27 Da compared to the
on-glycosylated Thr. The derivatives were stable under LC–ESI-
S/MS conditions and interpretation of the resulting spectra was

chieved.

. Experimental

.1. Chemicals

Acetonitrile and formic acid were HPLC-grade purchased from
edia (Fairfield, OH, USA). Water was collected from Milli-Q Ultra-
ure water system (Millipore, Bedford, MA, USA). Dimethylamine
olution (26% in water) and methylamine solution (40% in water)
ere purchased from Sigma (St. Louis, MO, USA). Ammonia solu-

ion (28% in water) was from Merck (Darmstadt, Germany). Two
lycosylated peptides were immunograde purchased from Neosys-
em (Strasbourg, France). The structures of the glycopeptides used
n the present work are depicted in Fig. 1. The corresponding non-

odified peptides were synthesized by Hong Kong University of
cience and Technology without further purification.

.2. ˇ-Elimination/addition reaction

10 �l of glycopeptide solution (5–500 pmol) in a 4-ml glass vial
AllTech, Los Alamitos, CA, USA), 300 �l of different amines (26%
imethylamine, 40% methylamine or 28% ammonia solution) were
dded. After stirring, the reaction was carried out at 37 ◦C, 45 ◦C,
5 ◦C or 70 ◦C for 0–16 h, and subsequently stopped by removing the
eagent under vacuum. The residue was dissolved in 150 �l Milli-Q
ater and stored at −20 ◦C prior to analysis.

.3. LC–ESI-MS and MS–MS analysis

HPLC experiments were conducted on a HP1100 capillary system
quipped with an autosampler and two micro-mode pumps (Agi-
ent Technologies, San Francisco, CA, USA). A reverse-phase column

Waters Symmetry C18, 2.1 mm × 100 mm, 3.5 �m) was used to sep-
rate �-elimination/addition products of glycopeptides. Injection
olume was 10 �l. The mobile phase consisted of two components,
ith component I (A) being 0.1% formic acid in H2O and component

I (B) being 0.1% formic acid in acetonitrile. The solvent gradient was

Fig. 1. Structures of the glycopeptides.
8 (2009) 358–363 359

started from 15% B and held for 2 min, then programmed to 25% B
in 15 min, followed by an linear gradient of 25–65% B over the next
5 min, all at a flow rate 200 �l/min.

ESI-MS and MS–MS analyses were conducted on a Q-TOF tandem
mass spectrometer (API Q-STAR Pulsar i; Applied Biosystems, Fos-
ter City, CA, USA). Turboionspray parameters for positive ion mode
ESI-MS were optimized for glycopeptides as follows: ionspray volt-
age 5000 V, declustering potential I 30 V, focusing potential 140 V
and declustering potential II 10 V. The ion source gas I, gas II, cur-
tain gas, collision gas and the temperature of gas II were 30 ◦C, 15 ◦C,
30 ◦C, 3 ◦C and 375 ◦C, respectively. The mass range was from m/z
400 to 1400. The collision energy for product ion scans of glycopep-
tides and their �-elimination/addition products varied from 23 eV
to 28 eV for the MS/MS experiment.

2.4. Calculation of the percentage conversion of glycopeptides
after ˇ-elimination/addition and LC–ESI-MS analysis

The peak areas of specific extracted ion chromatograms from
each LC–ESI-MS profile were used to calculate the percentage con-
version of the glycopeptides to the �-elimination/addition forms.
The extracted ion chromatogram at m/z 638.30 was used for the gly-
copeptide 1. The extracted ion chromatograms at m/z 550.30, 543.30
and 536.30 were used as the corresponding �-elimination/addition
products of the glycopeptide treated with dimethylamine, methy-
lamine and ammonia, respectively. The percentage conversion of
the glycopeptide and its �-elimination/addition forms were calcu-
lated as the corresponding peak areas at each time point relative
to the m/z 638.3 peak area at time 0. The same calculation pro-
cedure was applied to glycopeptide 2 and its elimination/addition
products.

3. Results and discussions

3.1. Analysis of glycopeptides and native peptides by LC–ESI-MS
and MS–MS

The two glycopeptides were chosen for the determination of
glycosylation site because they present naturally occurring sites of
O-GalNAc attachment in mucin2 tandem repeat motif and erythro-
poietin. Total ion chromatogram and mass spectra for glycopeptide
1 and native peptide are presented in Fig. 2. The LC–ESI-MS
results were consistent with the expected major doubly charged
ion peaks at m/z 638.31 and 536.78, respectively. Fig. 3 shows
LC–MS/MS spectra of glycopeptide 1 and native peptide. It shows
that b and y ions of the glycopeptide were similar to those for
the native peptide except for the mass ion at 204.09 from the
neutral loss of GalNAc. Glycopeptide 2 also showed a similar
fragmentation pattern (data not shown). Thus, a �-elimination
approach was used in order to acquire valuable MS/MS fragment
information.

3.2. Comparison of ˇ-elimination/addition reaction with
ammonia, methylamine and dimethylamine

Glycopeptide 1 was incubated with ammonia, methylamine and
dimethylamine at 55 ◦C for 6 h. The reactions were monitored using
LC–ESI-MS, which showed that the O-glycosylated Thr residue was
converted into its stable derivatives under the �-elimination with
different amine (Figs. 4 and 5), which aids identification of the
glycosylation site. �-Elimination with dimethylamine and methy-

lamine resulted in the conversion of the glycopeptide to 69.2%
dimethylamine derivative at m/z 550.32 and 61.5% methylamine
derivative at m/z 543.33, respectively (Fig. 6). However, the incuba-
tion of the glycopeptide in ammonia only resulted in 8% production
at m/z 536.28. Regarding the �-elimination result of glycopeptide
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ig. 2. Total ion LC/MS chromatogram of the mixture of glycopeptide 1 and its n
etention time of 19.25 min (B); the mass spectrum corresponding to the non-modi

, the data showed that 71.2% and 55.0% products were obtained
nder the condition of dimethylamine and ammonia. However,

he glycopeptide treated with methylamine was only converted
5.7% to the �-elimination product. The result was not in agree-
ent with the previous study that �-elimination with methylamine

esulted in the complete deglycosylation of glycopeptide [23]. The
btained results indicated that �-elimination with dimethylamine

Fig. 3. LC–MS/MS spectra of the doubly charged ion of glycopeptide 1 at
dified peptide (A); mass spectrum corresponding to the glycopeptide 1 with the
eptide with the retention time of 20.54 min (C).

was more efficient to release the O-linked glycan from the glycopep-
tides.
�-Elimination/addition reaction would be affected by gly-
copeptides structures. Under the condition of different amines,
glycopeptide 2 was converted to four kinds of �-elimination prod-
ucts (Fig. 7). In addition to the three kinds of �-elimination/addition
products mentioned above, the product from the sole elimina-

m/z 638.31 (A) and of its non-modified peptide at m/z 536.78 (B).
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Fig. 4. Proposed mechanism of the �-elimination/addition reactions of O-linked glycopeptide with ammonia, methylamine and dimethylamine. The resulted stable amino
acid derivatives have a mass difference of −1 Da (addition of ammonia), +13 Da (addition of methylamine) and +27 Da (addition of dimethylamine) compared to the native
peptide (M is the molecular weight of the native peptide).

Fig. 5. Extracted ion chromatograms of the �-elimination/addition products of glycopept
and with dimethylamine at m/z 550.32 (C) for 6 h at 55 ◦C. Peaks are labeled according to

Fig. 6. Time-dependent �-elimination of glycopeptide 1 (50 pmol) treated with
dimethylamine, methylamine and ammonia at 55 ◦C. At the indicated times the reac-
tion was terminated and analyzed by LC–MS. See Section 2 for the details concerning
the calculations of the percentage conversion.
ide 1 treated with ammonia at m/z 536.28 (A), with methylamine at m/z 543.33 (B),
Fig. 4.

tion (i.e., without the subsequent addition) was also produced. The
result also showed that �-elimination for glycopeptide 2 was signif-
icantly faster than that of glycopeptide 1. Glycopeptide 2 resulted
in the maximum yield of the released peptide for 2 h, while gly-
copeptide 1 was optimally released for 6 h by using dimethylamine
at 55 ◦C. Thr6 (from the C-terminus) of glycopeptide 1 might be
sterically hindered due to the two adjacent prolines, which might
lead to less susceptible to �-elimination. The similar phenomenons
were also reported in �-elimination with ammonia [21,29].

The efficiency of �-elimination/addition reaction also strongly
depended on the reaction temperature. It was found that the incu-
bation of glycopeptide 1 with dimethylamine at 37 ◦C and 45 ◦C
for 6 h, only resulted in 25.3% and 42.3% yields. At higher temper-

atures, the yields of dimethylamine derivative were 69.2% (55 ◦C)
and 75.1% (70 ◦C) for 6 h, respectively. However, at the tempera-
ture of above 55 ◦C the reaction led to undesirable side reactions,
such as polypeptide chain cleavages and dimethylamidation of the
C-termini.
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Fig. 7. Extracted ion chromatograms of the products of glycopeptide 2 after the �-elimination/addition reactions for 2 h at 55 ◦C with ammonia at m/z 482.79 (A1) and m/z
491.33 (A2); with methylamine at m/z 482.79 (B1) and m/z 498.33 (B2); with dimethylamine at m/z 482.79 (C1) and m/z 505.31 (C2). The peaks are labeled according to Fig. 4.

F LC–M
d

3
t

a
l
M
f
t
C
s
fi
�
f
a
c
t

ig. 8. Product ion spectrum of the doubly charged M+27 ion at m/z 550.32 from the
imethylamine. The parent ion is labeled according to Fig. 4.

.3. Identification of the glycosylation site of glycopeptides
reated with dimethylamine

After optimizing reaction conditions for the �-elimination/
ddition product of glycopeptide 1, identification of the glycosy-
ation site was achieved by LC–ESI-MS/MS of the doubly charged

+27 ions (m/z 550.32). The data in Fig. 8 showed the mass dif-
erence of +27 Da for y′′

6, y′′
7, y′′

8 and y′′
9 ions compared to those of

he native peptide, which clearly indicated that Thr6 (from the
-terminus) was the site of glycosylation. The interpretation of
eries of y′′ ions allowed the site of glycosylation to be identi-
ed without ambiguity. Good results were also obtained for the

-elimination/addition products of glycopeptide 2. The intensive

ragmentation from the doubly charged M−18 ion (m/z 482.79)
nd M+27 ion (m/z 505.31) were similar to those obtained from the
hip-based CE–MS/MS analysis for the identification the glycopep-
ide [28], demonstrating that the glycan was released from Thr by
S/MS analysis of the �-elimination/addition product of glycopeptide 1 treated with

the �-elimination to yield dehydrobutyric acid and the amines were
subsequently added to the double bond via a Michael-type addition
reaction.

To obtain an indication of the sensitivity of the method, the
whole procedure was performed using different amounts of gly-
copeptide 2. At the low level of 5 pmol of glycopeptide treated with
dimethylamine at 2 h for 55 ◦C, the MS/MS spectrum yielded by
M−18 ion (m/z 482.79) clearly contained all those fragment ions
needed for the determination of the glycosylation site.

4. Conclusion
An effective method for the determination of O-glycosylation
sites of the glycopeptides by combining �-elimination/addition
reaction with dimethylamine and LC–ESI-MS/MS analysis was
demonstrated. �-Elimination with dimethylamine gave the higher
reaction efficiency than methylamine and ammonia with 2–6 h at
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5 ◦C. The use of dimethylamine converted Thr residue of the gly-
opeptides into its �-elimination/addition derivatives, resulting in
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A sensitive method for the separation/analysis of Co(II) was described. The �-cyclodextrin cross-linked
polymer (�-CDCP) was synthesized and used as solid phase extraction material (SPE) to separate/pre-
concentrate trace cobalt coupled with inductively coupled plasma mass spectrometry (ICP-MS) for the
analysis of Co(II). The method was based on �-pyridylazo-�-naphthol (PAN) as the complexing agent
vailable online 11 December 2008

eywords:
obalt
-Cyclodextrin cross-linked polymer
olid phase extraction
nductively coupled plasma mass

for Co(II)-PAN at neutral condition and the adsorption behavior of Co(II)-PAN on �-CDCP was studied.
Further, p-octylpolyethylene-glycolphenyl ether (Triton X-100) as environment-friendly eluant was used.
The linear range, detection limit (DL) and the relative standard deviation (R.S.D.) was 5.0–160.0 ng/mL,
5.84 ng/L and 2.27% (n = 3, c = 30.0 ng/mL) respectively. The enhancement factor was 10. Moreover, the
�-CDCP could be used repeatedly and offered better recovery and estimation of standard samples.

© 2009 Published by Elsevier B.V.

pectrometry

. Introduction

The detrimental effects of toxic heavy metals are quite pro-
ounced, even at very low concentrations, it often requires methods
apable of quantitatively monitoring its presence at trace levels.
owever, the determination of trace elements in real samples

s particularly difficult because of the complexity of matrix and
he usual low concentration, so sensitive instrumental tech-
iques and a preconcentration step are required. There are many
reconcentration methods for trace metal elements, such as copre-
ipitation [1], solvent extraction [2], electrochemical deposition
3], membrane extraction [4], and solid-phase extraction (SPE)
adsorbing material such as activated carbon [5], modified sil-
ca [6,7], biological cell-sorption [8] chelating resin [9], poly(vinyl
hloride) [10], carbon nanofibers microcolumn [11–13], cellu-
ose [14] and �-cyclodextrin polymer, etc.). The applications of
-CD polymers as solid-phase extraction material are listed in
able 1.

Cobalt is known to be essential at trace levels to animals and

lants for metabolic processes [20]. It is necessary in human dietary

ntake, possessing anti-anemic properties and acting as the central
tom of vitamin-B12 (cyanocobalamin), which is widely responsible
or the production of red blood cells. Due to that, trace and ultra-

∗ Corresponding author. Tel.: +86 514 7975244; fax: +86 514 7975244.
E-mail addresses: xszhu@yzu.edu.cn, zhuxiashi@sina.com (X. Zhu).

039-9140/$ – see front matter © 2009 Published by Elsevier B.V.
oi:10.1016/j.talanta.2008.12.008
trace determinations of Co in environmental and biological samples
have become of increasing interest.

Various techniques (UV–vis spectral [21], AAS [22], ICP-
AES [23], ICP-MS [24], electrochemistry [25], etc.) have been
applied to quantitatively monitoring cobalt at trace levels in
samples. However, the direct determination with various instru-
mental methods is difficult owing to matrix effects and low
concentration of cobalt in samples. Therefore, the necessity
of separation/pre-concenrtation procedure of cobalt is signifi-
cant. Several separation/pre-concenrtation methods have been
reported in former references (such as co-precipitation [26],
cathodic stripping voltammetry [27], solid phase extraction
[28–30]), but �-cyclodextrin cross-linked polymer (�-CDCP) used
as SPE material to separation/pre-concenrtation cobalt seem to be
lacking.

�-CDCP by polymerizing cyclodextrin with epichlrohydrine was
a spherical or grainy solid subject and insoluble in water, which
still retained the inclusion property of �-CD, was synthesized by
the reaction of �-CD and cross-linked agent. �-CDCP as a solid
phase extraction material had been applied to separation/pre-
concentration the trace metal element [15].

The aim of this work was to use �-CDCP as solid phase extraction

(SPE) material coupled with ICP-MS for separation/analysis Co(II). It
exhibited satisfactory adsorption ability towards Co(II) in soybean
standard sample (GBW10013), water standard sample (GSB50030-
94) and tea standard sample (GBW08513). The proposed method
had been successfully applied to the determination of Co(II) in



566 X. Zhu et al. / Talanta 78

Table 1
Application of �-CD polymers in solid-phase extraction.

SPE sorbents Samples Techniques Refs.

�-CDCP Cu(II) GFAAS [15]
�-CD polymers inclusion

membrane
Cu(II), Co(II), Ni(II)
and Zn(II)

CE-UV [16]

�
�
�

r
q

2

2

i
d
p
T

r
m
r
C
C
(
l
a
C
Z
S
S
r
[
B
n
�

2

2

0
c
o
t

T
O

P

I
P
A
N
S
S
S
N
D
R
I

e

-CD entrapped polymer Hydrolyzed urine GC-MS/LC-MS [17]
-CD polymer Urinary cannabinoids GC-MS [18]
-CD-polyurethane polymer Aromatic amines HPLC [19]

eal water sample and VB12 (injections and tablets) indirectly with
uantitative recovery.

. Experimental

.1. Apparatus and reagents

Centrifuge (Anke Scientific Instrument Factory, Shanghai), tim-
ng multifunctional oscillator (Guohua Limited Company, China),
igital constanttemperature water-bath (Guohua Limited Com-
any, China), and ICP-MS (DRC-e, PE Company, USA) were used.
he operating conditions for ICP-MS are listed in Table 2.

Soybean Standard Sample GBW10013 (National reference mate-
ials (China)), tea standard sample GBW08513 (National reference
aterials (China)), water standard sample GSBZ50030-94 (National

eference materials (China)), VB12 injection (Xuzhou Ryen Pharma.
o., Ltd.), VB12 tablets (Shanghai Fuderui Pharma. Co., Ltd.), �-
D (Shanghai Chemical Reagent Corporation, China). Triton X-100
Sigma–Aldrich, USA), Sodium dodecyl sulfate (SDS, Sangon Bio-
ogical Engineering Technology Co. Ltd., China), cetyltrimethyle
mmonium bromide (CTAB; Shanghai Chemical Reagent Factory,
hina), Bromopyrogallol Red ((BPR) State-private Ownership Xin
hong Chemical Reagent Factory, China), (phenylfluoronl (PF)
inopharm Chemical Reagent Co. Ltd., China), xylenal orange ((XO)
hang Hai SSS Chemical Reagent Co. Ltd., China), 4-(2-Pyridylazo)
esorcinol ((PAR) Sinopharm Chemical Reagent Co. Ltd.), 2
(5-bromo-2-pyridyl)-zao]-5-(diethl-amino) phenol ((5-Br-PADAP)
eijing Chemical Reagent Corporation, China), 1-(2-pyridylazo)-2-
aphthol ((PAN) Shanghai Chemical Reagent Corporation, China).
-CDCP was prepared as Ref. [15].

.2. Experimental procedure

.2.1. Static adsorption of Co(II)-PAN complex
At room temperature, the amount of Co(II) (1.5 mL, 100.0 ng/mL),
.050 mL PAN (0.1%w/v, ethanol) and 0.050 g �-CDCP was mixed,
ontrolling the appropriate acidity. The mixture (15 mL) was shaken
n the timing multifunctional oscillator for 10 min and then cen-
rifugal.

able 2
perating conditions for ICP-MS.a.

arameter Value

CP–RF–Power (W) 1350
lasma argon flow rate (L/min) 14.5
uxiliary argon flow rate (L/min) 1.5
ebulizer argon flow rate (L/min) 0.94
ample orifice (mm) 1.1
kimmer orifice (mm) 0.9
can mode Peak hopping
umber of sweep 20
well time (ms) 50
eplicates 3

sotopes 59Co

a The concentration of ethanol has a great effect on signal intensity of ICP-MS. So
thanol was strictly excluded in this experiment [31].
(2009) 565–569

2.2.2. Elution of Co(II)-PAN complex
The �-CDCP was eluted by 1.5 mL Triton X-100 (10%w/v) solu-

tion. Co(II)-PAN in effluent solution was detected by ICP-MS. The
preconcentration factor was 10 (the quotient of volume before
absorption and after elution).

2.2.3. Sample preparation
2.000 g of the soybean standard sample (GBW10013) was accu-

rately weighed into the beaker, 10.0 mL concentrated HNO3 and
5.0 mL of 30%(w/v) H2O2 were added. The mixture was digested on
electrical-heat panel, and then it was filtered and adjusted pH to
neutral with NaOH (1.0 mol/L) solution. Finally the solution was
transferred into a 10 mL of flask, fixed with distilled water and
stored for determination. The solution was diluted before deter-
mination.

4.000 g standard tea sample (GBW08513) was actually weighed
into a breaker, 12.0 mL concentrated HNO3 and 10.0 mL HClO4
were added. The mixture was digested on electrical-heat panel
at low temperature and then 16.0 mL 1.0 mol/L HCl was added
in order to dissolve the salt in the residue. The mixture was fil-
tered and transferred into 50 mL flask, then fixed with distilled
water and stored for determination. The solution was diluted before
determination.

0.50 mL VB12 injection (ten VB12 tablets was weight and ground,
the powder was dissolved with distilled water) and 5.0 mL 8.0 mol/L
HNO3 was added to 50.0 mL beaker to digest on electrical-heat
panel, then two drops of 30%(w/v) H2O2 were added and evapo-
rated, 3.0 mL HCl (1:1) was added to dissolve the soluble salt which
was residual in breaker, adjusted pH to neutral with NaOH (1 mol/L)
solution, then fixed to 50.0 mL flask with distilled water. The solu-
tion was diluted before determination.

2.2.4. Reproduction of ˇ-CDCP
The adduct of the �-CDCP and Co(II)-PAN was dipped in TritonX-

100(10.0%w/v) for 1 h and then washed with distilled water, �-CDCP
was treated with HNO3 (5.0 mol/L) and washed with distilled water
again to neutral condition then centrifugal and dried.

3. Results and discussion

3.1. Optimization of static adsorption conditions

3.1.1. Select the chelating agent
The adsorption behavior of cobalt complex (CoLn) on �-CDCP

was investigated. The results showed that the adsorption behav-
ior was greatly affected by complex agents phenylfluoronl (PF),
bromopyrogallol red (BPR), xylenal orange (XO), 4-(2-Pyridylazo)
resorcinol (PAR), 2 [(5-bromo-2-pyridyl)-zao]-5-(diethl-amino)
phenol (5-Br-PADAP) and 1-(2-pyridylazo)-2-naphthol (PAN).
The retention efficiency of complex was shown in Fig. 1, it
could be seen that the retention efficiency of the complexes
increased orderly and the Co(II)-PAN was the best. The adsorp-
tion behavior of cobalt complex (CoLn) on �-CDCP relate to
the stability of complex and the hydrophobicity of complex-
ant (such as Co(II)-XO(*lgK′ = 6.78) < Co(II)-BPR(lgK′ = 9.31) < Co(II)-
PAR(lgK′ = 10.0) < Co(II)-PAN (lgK′ > 12.0), lgK′ is the stability
constant for the complex CoLn [32]). The order of hydrophobicity
of complexant was XO ∼ BPR ∼ PF < PAR < 5-Br-PADAP < PAN, which
was the same with the order of hydrophobicity of complexes [32]).
PAN was chosen as the complex agent.
3.1.2. Effect of pH
The formation and stability of the complex Co(II)-PAN were

infected by the system acidy, the retention efficiency of the com-
plex on �-CDCP was varied with the pH (Fig. 2). When pH was lower
than 5.0, the retention efficiency was relatively low, in the range
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the �max of complex (Co(II)-PAN) in Triton X-100 (428–595 nm)
Fig. 1. Effect of different complex agent on retention efficiency (cCo = 30.0 ng/mL).

H 5.0–8.0, the retention efficiency was much higher, it was even
bove 95.5% at neutral condition. It was in accordance with the sta-
ilities of the complexes at different pH. When pH was 5.0–8.0, the
orm of existence of PAN was neutral molecule (pKa1 = 2.9 (H2

+L),
Ka2 = 11.6(HL)) [32], which was favorable for the formation of
o(II)-PAN. So, neutral condition was chosen.

.1.3. Effect of temperature
In this experiment, the retention efficiency of Co(II)-PAN on

-CDCP at different temperatures (2.0–50.0 ◦C) was studied. The
etention efficiency was scarcely any variation with temperature
aised. The experiment was conducted at room temperature.

.1.4. Effect of the sample volume
The amount of Co(II) was fixed at 150.0 ng and the volume of

he sample solution increased from 2.0 mL to 45.0 mL. The results
ere shown in Fig. 3. It could be seen from Fig. 3 that the retention

fficiency was greater than 95% in the volume of sample 2.0–15 mL,

hen the volume of sample was larger than 25.0 mL, the retention

fficiency is lesser than 90%. In this work, the sample volume of
5.0 mL was adopted.

Fig. 2. Effect of pH on the retention efficiency (cCo = 30.0 ng/mL).
Fig. 3. Effect of sample volume on the retention efficiency (cCo = 30.0 ng/mL).

3.1.5. Effect of ˇ-CD
The retention efficiency did not change with the increasing con-

centration of �-CD in the system. It was possible that �-CDCP has
more clathration than �-CD due to the hydrophobic network [15],
Co(II)-PAN was prefer to bind on �-CDCP and the retention effi-
ciency did not change.

3.1.6. Effect of surfactant
The effect of surfactants (Triton X-100, CTAB and SDS) on the

retention efficiency was investigated. As the results shown in Fig. 4.
With the increase of the concentration of surfactant, the retention
efficiency of Co(II)-PAN on �-CDCP decreased dramatically, and the
order were Triton X-100 > CTAB > SDS. The effect of the surfactants
on the retention efficiency rested with its solubilization. The solubi-
lization was highly dependent on the charge types of the surfactant
and the volume fraction of the organic component. The distri-
bution coefficient (KD) reflects the solubilization and enrichment
ability of solute in surfactants, KD(TritonX-100-PAN) and KD(CTAB-PAN)
were higher than KD(SDS-PAN) [33]. The UV–vis spectra shown that
and CTAB (428–587 nm) was bathochromic shift and the intensity
were largely enhanced, while the �max in SDS (428–410 nm) was
blue shift, the intensity declined dramatically, it indicated that the

Fig. 4. Effect of different surfactants on the retention efficiency (cCo = 30.0 ng/mL).
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Table 3
Determination results of samples (mean ± S.D., n = 3).

Sample Certified value Determination value Recovery (%)

GBW10013a

(Soybean)
0.125 ± 0.012 (�g/g) 0.126 ± 0.005 (�g/g) 100.8

GSBZ50030-94a,b

(water)
1.15 ± 0.08 (�g/mL) 1.16 ± 0.02 (�g/mL) 100.9

GBW08513a (tea) (0.18) (�g/g) 0.169 ± 0.048 (�g/g) 93.9
VB12 injectionb 0.500 (mg/mL) 0.491 ± 0.005 (mg/mL) 98.2
VB12 tabletsb 0.156 (mg/g) 0.150 ± 0.004 (mg/g) 96.2
Tap-water ND

11.5 (ng/mL) 11.58 ± 0.034 100.7
23.0 (ng/mL) 23.07 ± 0.013 100.3
34.5 (ng/mL) 34.36 ± 0.084 99.6
ig. 5. Effect of different surfactants on the elution efficiency (cCo = 30.0 ng/mL).

olubilization of Triton X-100 was higher due to formation of the
omplexes (Co(II)-PAN-Triton X-100, K = 50,000 [34]).

.2. Adsorption kinetics of ˇ-CDCP

The adsorption kinetic process of �-CDCP at room tempera-
ure with pH 6.5 was investigated. With the increase of adsorption
ime (5.0–60.0 min), The adsorption process was completed within
.0 min, and the retention efficiency was not changed in 1 h, the
dsorption efficiency almost kept stable (all above 95.0%). It may
e the reason that the polymer network formed with �-CD as
onomer has good permeability due to special hollow structure.

0.0 min was adopted as the adsorption time for Co(II)-PAN.

.3. Retention capacity

To determine the retention capacity (or sorption capacity) of
he �-CDCP (maximum amount of Co(II) retained from 1 g of �-
DCP), 0.050 g �-CDCP was equilibrated with 10 mL solution in the
ange of concentration of Co(II) (10–200 ng/mL), and measuring the
o(II) content in the eluates by ICP-MS. When the concentration
f Co(II) reached 160 ng/mL, the retention capacity arrived at its
aximum value. A retention capacity of the polymer was calculated

o be 28.0 �g/g

.4. Optimization of elution conditions

.4.1. Select the eluants
The �-CDCP could be reproduced by eluants. Different elu-

nts were investigated. The order of elution efficiency was
Cl (36.2%) < EDTA (63.8%) < SDS (76.6%) < HNO3 (85.1%) < CTAB

95.7%) < Triton X-100 (100.0%), it indicated that Co(II)-PAN could
ot be quantitatively eluted by HCl, HNO3, EDTA and SDS, while
urfactants (CTAB and Triton X-100) behaved excellent eluting
bility, further, the surfactant was environment-friendly eluant.
ig. 5 showed that the elution efficiency was increased with the
oncentration of surfactants. When 1.5 mL surfactant was added,
he elution efficiency for Triton X-100 and CTAB reached 100%,
5.7% respectively, but SDS was just 76.6%. This result was con-
istent with 3.1.6 (Fig. 4). So Triton X-100 was investigated as
luent.
.4.2. Effect of Triton X-100 (10.0%w/v) volume
The elution efficiency of Co(II)-PAN with 1.5–8.0 mL of Triton X-

00 was investigated. The elution efficiency of Co(II)-PAN kept all
ND, non-detected.
a National reference materials (China).
b The sample was diluted before determination.

above 99.8%. So optimum volume of Triton X-100 (10.0%w/v) solu-
tion chosen for this work was 1.5 mL. The preconcentration factor
was 10 (the quotient of volume before absorption and after elution).

3.5. Reversibility and reproducibility of ˇ-CDCP

�-CDCP was reproduced 6 times as 2.2.3 and its retention effi-
ciency for Co(II)-PAN kept stable (above 95.0%). It demonstrated
that �-CDCP exhibited good reversibility and reproducibility, which
was associated with the fact that the inclusion interaction between
�-CDCP and Co(II)-PAN was a reversible process.

3.6. Interferences

Determination of Co(II)30.0 ng/mL in the presence of foreign
substances was investigated. With a relative error of less than ±5%,
the tolerance limit for various foreign substances were as follows
(tolerance ratio in mass): Na+, K+, Ca2+, Mg2+, Cl−, NO3

−(1000);
Fe(II), Fe(III), Cr(VI), Cu(II) (10); Mn(II), Pt(IV), Cd(II), W(VI), Mo(VI),
Cr(III) (5).

3.7. Analytical parameters

The calibration graph for the ICP-MS determination of
Co(II) was linear 5.0–160.0 ng/mL. The linear equation was
I = 8392.75 + 9454.38C (ng/mL), the corresponding coefficient of
correlation was 0.9991. The relative standard deviation was 2.27%
(n = 3, c = 30.0 ng/mL). The limit of detection by the described pro-
cedure was 5.84 ng/L. The preconcentration factor was 10.

3.8. Sample analysis

Soybean Standard Sample (GBW10013), standard water sample
(GSBZ50030-94) and standard tea sample (GBW08513), tap-water,
VB12 injection and VB12 tablets samples were determined under the
optimal conditions by standard curve method and standard adding
method respectively. Results were listed in Table 3. The contents of
Co(II) in the national reference materials were in agreement with
the certified value. This method has been successfully applied to
the analysis of real samples with satisfactory results.

4. Conclusion
A new method of �-CDCP used as solid phase extraction material
(SPE) to pre-concentrate/separate trace cobalt coupled with induc-
tively coupled plasma mass spectrometry for the analysis of cobalt
was established. The proposed SPE is an easy, safe and inexpen-
sive methodology for the separation and determination of trace
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The paper presents a novel method for simultaneous online examination of inorganic forms of aluminium:
AlF2

+, AlF2+, and Al3+ by means of the high performance liquid chromatography hyphenated with a detec-
tion by the atomic absorption spectrometry with flame atomization (HPLC-FAAS) without post-column
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eywords:
luminium
luminium fluoride complexes

reaction. The application of optimization procedure conditions of chromatographic separation of inor-
ganic forms of aluminium was achieved by the analytical column IonPac CS5A (Dionex) with guard column
IonPac CG5A (Dionex) and an aqueous ammonium chloride mobile phase, at pH about 3 with gradient
elution. The separation of Al forms with nominal charge of 1+, 2+, 3+ required a run time of less than
8 min during a single analysis. The proposed method has been successfully used for the examination of

ion A (3−n)+

yphenated technique
PLC-FAAS

aluminium forms format

. Introduction

Aluminium as an element commonly found in the earth’s
rust (8% wt.), characterised by strong amphoteric nature [1,2].
t can create numerous species complexes [3–5]. The type of
hese aluminium complexes depends on the following factors:
H, temperature, concentration of inorganic and organic lig-
nds occurrence in water [6,7]. The total aluminium found in
urface water can be divided into three fractions: acid-soluble
luminium, containing bonds in the form of polymers, colloids,
nd stable organic and hydroxy organic complexes. The second
raction is non labile monomeric (organic) aluminium contain-
ng chelated organic aluminium forms. The last fraction, called
abile monomeric aluminium (inorganic), consists of a free Al3+

on and inorganic–fluoride,–hydroxy and–sulfate aluminium com-
lexes [8]. The form in which aluminium occurs in the environment
ffects its mobility, bioavailability and toxic influence on living
rganisms and vegetation [9–12]. Aluminium toxicity is mainly
onnected with the occurrence of a free Al3+ ion, hydroxy forms
including Al(OH)2+, Al(OH)2

+) and inorganic form of complexes

12–14]. Among inorganic forms the aluminium fluoride complexes
re dominating [3,4,8,9,15]. They are characterised by high values
f stability constant (AlF2

+, log K = 12.600; AlF2+, log K = 7.000) (data
btained from a chemical equilibrium modeling system Mineql+

∗ Corresponding author. Tel.: +48 61 829 3443; fax: +48 61 829 3448.
E-mail address: Marcin.Frankowski@amu.edu.pl (M. Frankowski).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.028
lFn in environmental samples.
© 2008 Elsevier B.V. All rights reserved.

ver. 4.5). The forms of aluminium fluoride complexes (AlF2
+, AlF2+,

AlF3, AlF4
−, AlF5

2−, AlF6
3−) and their occurrence depend on pH and

F− concentration in water [16,17]. The complexity of aluminium
speciation forms determination is conditioned by the necessity to
determine them both in water and soil [2]. It should be emphasised
that determination of only total concentration of aluminium does
not provide full data concerning the processes the element under-
goes in the natural environment and, in consequence, does not
provide information on migration, actual toxicity, bioavailability
and cumulation in particular components of the environment [18].
The subject of aluminium speciation analysis has evoked wide inter-
est among researchers. One of the best known and most commonly
applied procedures of speciation analysis is the Driscoll’s method,
which enables isolating a fraction of labile monomeric inorganic
aluminium containing an Al3+ ion and bonds with inorganic fluoride
and sulfate ligands [4,19,20]. However, the above method does not
enable direct determination of particular speciation forms of alu-
minium, including fluoride complexes and Al3+, Al(OH)2+, Al(OH)2

+

species [20,21]. The use of liquid chromatography provides a lot of
possibilities to separate particular forms of aluminium, both cation
and anion ones [12,13,20,22]. The use of liquid chromatography for
determination of aluminium fluoride complexes enables the sepa-
ration and identification of anion and cation bonds of aluminium

with fluoride [9]. Bertsh and Anderson [23] were among the first
researchers who suggested the separation of aluminium fluoride
complexes using the ion chromatography. They used NH4Cl (0.7 M)
solution as the eluent with UV detection and post-column reaction
with Tiron (4,5-dihydroxy-m-benzenedisulfonic acid) as well as the
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Table 1
Time schedule for the separation inorganic forms of aluminium by liquid chromatog-
raphy (in HPLC-FAAS analytical system) with gradient elution (eluent A, H2O; eluent
B, 1.8 M ammonium chloride).

Time (min) Eluent A (%) Eluent B (%) Injection valve Comments

0.00 100 0 Load Start conditions
2.00 100 0 Injection Sample injection
3.99 100 0 Injection Start linear gradient
4.15 0 100 Injection Increase in eluent strength
5.15 0 100 Injection Start data collectiona

6.15 0 100 Injection Stop data collection
6.16 100 0 Injection Return to initial conditions
8.00 100 0 Load Stop data collection
24 A. Zioła-Frankowska et a

eparation in CS3 (Dionex) cation column in order to determine sta-
le AlFx complexes. The conditions for determinations were used

n the analysis of standard solutions in order to isolate Al3+ from
uoride, citrate and oxalate complexes. Retention times obtained
id not differ significantly for citrate, oxalate aluminium complexes
nd fluoride AlF2

+ complexes. The AlF2+ and Al3+ forms were sep-
rated. The above method was not used in environmental samples
etermination. Also Willet [25], who used K2SO4 at pH 3.0 as the
luent and CG2 (Dionex) guard column and post-column reaction
ith mixture of PCV (Pyrocatechol Violet) and 1,10-phenanthroline,

ydroxylamine (in order to mask the influence of < �mol L−1 Fe3+)
id not obtain a good separation of AlF2+ and AlF2

+ forms, despite
he quick separation (4 min per sample). Similar to Willet [25],
ones [26] used the CG2 (Dionex) guard column additionally sta-
ilized in the temperature of 50 ◦C and fluorometric detection with
ost-column reaction in order to directly determine monomeric
luminium hydroxy forms. Jones [26] used K2SO4 (0.06–0.1 M) at
H 3.0 as the eluent and HQS (8-Hydroxyquinoline-5-sulfonic acid)
s the post-column reagent. Neither Willet [25] nor Jones [26] man-
ged to separate the AlF2+ and AlF2

+ forms, they were eluted in a
on resolved peak close to the solvent front and also they were not
uite resolved. Motellier and Pitsch [27], who used CS2 (Dionex)
ation column connected with CG2 (Dionex) guard column and
H4Cl (0.5 M) as the eluent acidified by the solution of HCl (0.01 M),
nd post-column reaction with Tiron in ammonium acetate fol-
owed by UV spectrophotometry, did not obtain the full resolution
or the first two peaks AlF2+ and AlF2

+. To date, the research on AlFx

omplexes speciation using ion chromatography has been based on
socratic elution. Firstly Bormann and Seubert [28] used perchlo-
ic acid (10−3 M, pH3.0) and ethylenediamine perchlorate (0.4 M,
H3.0) for speciation of Al and its fluoro, oxalate and citrate com-
lexes. These forms were determined by post-column reaction with
iron (4,5-dihydroxy-m-benzenedisulfonic acid) followed by UV
pectrophotometry and atomic spectrometry ICP-AES as well (for
l-citrate-oxalate complexes). Depending on the proportion of lig-
nds in standard solutions, in the case of Al–F complexes in the
mount of 1:1 (Al:F). The obtained signals were assigned to the fol-
owing forms: AlF2

+
, AlF2+ and Al3+ (by post-column reaction with

iron followed by UV spectrophotometry). It also seems notewor-
hy that the separation of aluminium fluoride species obtained by
ormann and Seubert [28] was affected by the use of post-column
eaction followed by UV detection.

To date, the combination of HPLC with ICP: mass spectrometry
nd atomic emission spectrometry (ICP-MS, ICP-AES) in the online
6,7,22,27–31] as well as offline system [13,32] have been used. The
esearchers have also applied atomic absorption spectrometry with
lectrothermal atomization in the offline system [10,33].

The determination conditions suggested by the above
esearchers did not always result in full separation of particu-
ar aluminium fluoride complexes nor provided the possibility of
heir qualitative and quantitative determination. Moreover, they
ere not used in environmental analyses. The main aims of this

tudy were: (1) development of a new analytical method and
ptimization, (2) examination of the formation of aluminium-
uoride complexes in model system and (3) examination of a new
nalytical method in environmental samples.

. Experimental

.1. Instrumentation and chromatographic separation
The chromatographic separation was performed by liquid chro-
atography system consisting of: Shimadzu solvent delivery
odule LC-10 ADVP liquid chromatograph (Shimadzu Corpora-

ion, Japan) and low pressure gradient flow control valve Shimadzu
a Time of calculating the analytical signal from 5.15 at the time of gradient start
4.15–5.15 the sample runs through chromatographic system to nebulizer system.
The sample is passed through analytical column to nebulizer system. For the FAAS
detection the effluent leaving the column was connected directly to the nebulizer.

FCV-10 ALVP (Shimadzu Corporation, Japan) with Rheodyne Model
7725i Injection Valve (Rheodyne LLC, USA). The liquid chromatog-
raphy system was coupled to ion-exchange column–Dionex IonPac
CS5A (analytical column, 250 mm, 4.0 mm i.d., particle size 9.0 �m,
containing mixed anion and cation beds with sulfonic acid and
alkanol quaternary ammonium functional groups) (Dionex, USA)
and IonPac CG5A (guard column, 50 mm, 4 mm i.d., particle size
9.0 �m) (Dionex, USA). The chromatographic run was gradient
at 2 mL min−1 with an injection volume of 500 �L. The gradient
elution program is shown in Table 1. The species of aluminium
were determined by the technique of atomic absorption spec-
trometry with acetylene-nitrous oxide flame atomisation (F-AAS)
with the use of a double-beam PerkinElmer apparatus, AAnalyst
300 model (PerkinElmer, Norwalk, CT, USA). The hallow cathode
lamp (HCL) Al Lumina used was also purchased from the same
firm (PerkinElmer, Norwalk, CT, USA). Data capturing and peak
analysis were performed with the use of AAWinLab32 software
(PerkinElmer, Norwalk, CT, USA).

The analytical chromatographic column was directly connected
to the nebulizer system simultaneously working type of atomic
absorption spectrometer.

2.2. Reagents

All chemicals used were of high-purity grade. Deionised water
from Milli-Q RG water unit (Millipore, France) was used for dilu-
tion of stock solutions as well as for any reagent preparation. All
stock solutions of aluminium were obtained by dissolving standard
solution 1000 mg L−1 from Merck (Dramstadt, Germany). Stock
standard solutions of fluorine 1000 mg L−1 were prepared from
Merck (Dramstadt, Germany). Working solutions were prepared
daily just before measurements by appropriate dilution. The elu-
ent used for gradient elution consisted of A: deionised water, B:
ammonium chloride (1.8 M pH about 3). The eluent was made
by dissolving a weighted portion of NH4Cl (Merck, Dramstadt,
Germany) in deionised water and finally diluted to 1000 mL by
deionised water. The solution of NH4Cl was acidified by 1 mM
hydrochloric acid (Merck, Dramstadt, Germany) to pH about 3 in
a volumetric flask. A series of standards mixtures of Al–F were
prepared by the appropriate dilution of solutions containing alu-
minium and fluoride ions in various concentrations.

2.3. Samples
The environmental samples were taken in the area of Chemi-
cal Plants situated in Luboń (Poland). The ground water samples
were collected from the piezometers located in the area of Chemical
Plants using a pump for ground water sampling. Then, samples were
collected into high density polyethylene containers. The containers
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Fig. 1. Chromatograms obtained for: (a) Al: 100 mg L−1, F−: 5 mg L−1; (b) Al:
100 mg L−1, F−: 25 mg L−1; (c) Al: 100 mg L−1 and F−: 50 mg L−1; (d) Al: 100 mg L−1

and F−: 75 mg L−1; (e) Al: 100 mg L−1 and F−: 100 mg L−1 using FAAS detection.
A. Zioła-Frankowska et a

ere filled up to the brim with the samples to avoid any air space
nd then transported to the laboratory without any additives. The
ualitative analysis of the inorganic aluminium species (aluminium
uoride complexes) present was carried out using hyphenated
echnique by HPLC-FAAS as soon as possible return to the labora-
ory. Moreover the groundwater samples were mixed manually and
hen filtered through a filter-membrane (0.45 �m) before injection
nto the analytical column to prevent fouling problems.

. Results and discussion

One of the main aim of the study was creating the conditions
or chromatographic determination which would enable full sep-
ration of three inorganic forms of aluminium: AlF2

+, AlF2+ and
l3+ and their online detection using flame atomic absorption spec-

rometry (HPLC-FAAS). The research involved: selecting the proper
nalytical column and type of eluent in terms of defining the col-
mn type and the type and concentration of the mobile phase in the
umber of separated aluminium forms in the investigated model
olutions. Two analytical columns were used in the research: Ion-
ac CS5A (Dionex, USA) and SupelcosilTM LC-SCX (Supelco, USA),
s well as the mobile phases previously used by other researchers:
2SO4 (0.1 M) [22,24,25,28,34], Na2SO4 (0.1 M) [35–38], NH4NO3

2.0 M) [10,13], NH4Cl (0.8 M) [23]. Separation of three aluminium
orms was obtained only using the IonPac CS5A column. Investiga-
ions defining the influence of type and concentration of eluents on
he separation degree in the IonPac CS5A column enabled the sep-
ration of three forms only using NH4Cl. Further optimization work
as done in the mobile phase of NH4Cl solution using the solution

oncentrations of 0.5 M, 0.8 M, 1.0 M, 1.2 M, 1.5 M, 1.8 M. The best
eparation was obtained for NH4Cl concentration 1.8 M, while for
he remaining concentrations the asymmetry of peaks and peak
istortion for the forms subject to elution at the beginning and end
f the process were observed.

The use of optimized analytical conditions for AlFx complexes
etermination enabled obtaining full separation of the follow-

ng forms: AlF2
+

, AlF2+ and Al3+ during a single analysis lasting
min. Furthermore, depending on Al and F− concentration, dif-

erent forms and shapes of particular AlFx forms were obtained.
ased on the literature data [24,27,35–40] and the property of the
ixture components separation according to increasing charge of

hese forms, it was assumed that the first component (aluminium
orm) subject to elution was form AlF2

+, then AlF2+ and finally Al3+.
he occurrence of a given form in the investigated model solutions
t the constant aluminium concentration was dependent on the
hanging concentration of F− ions. That is why a number of solu-
ions were analysed in order to present the influence of aluminium
nd fluoride concentration on the type of fluoride and aluminium
uoride species formed in standard solutions. (Figs. 1–5).

.1. Examination of the formation of AlFx complexes in model
olutions containing different quantities of aluminium and
uoride

.1.1. Standard solutions containing (Al:F)
(a) Al: 100 mg L−1, F−: 5 mg L−1; (b) Al: 100 mg L−1, F−:

5 mg L−1; (c) Al: 100 mg L−1, F−: 50 mg L−1; (d) Al: 100 mg L−1, F−:
5 mg L−1; (e) Al: 100 mg L−1, F−: 100 mg L−1.

In all standard solutions (a–e), full separation of three AlF2
+

,

lF2+ and Al3+ forms were obtained. It was observed that, along

ith the increase of F− concentration, AlF2+ was the dominating

orm (for solutions d and e) (Fig. 1d and e). For the remaining solu-
ions (a–b), Al3+ showed the largest participation (Fig. 1a and b) and
or solution (c) similar participation between AlF2+ and Al3+ forms
as observed (Fig. 1c). Smaller concentration of F− in solutions was



626 A. Zioła-Frankowska et al. / Talanta 78 (2009) 623–630

Fig. 2. Chromatograms obtained for: (a) Al: 75 mg L−1, F−: 5 mg L−1; (b) Al:
75 mg L−1, F−: 25 mg L−1; (c) 75 Al mg L−1, F−: 50 mg L−1; (d) Al: 75 mg L−1, F−:
75 mg L−1; (e) Al: 75 mg L−1, F−: 100 mg L−1using FAAS detection.

Fig. 3. Chromatograms obtained for: (a) Al: 50 mg L−1, F−: 5 mg L−1; (b) Al:
50 mg L−1, F−: 25 mg L−1; (c) Al: 50 mg L−1, F−: 50 mg L−1; (d) Al: 50 mg L−1, F−:
75 mg L−1; (e) Al: 50 mg L−1, F−: 100 mg L−1 using FAAS detection.
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Fig. 4. Chromatograms obtained for: (a) Al: 25 mg L−1, F−: 5 mg L−1; (b) Al:
25 mg L−1, F−: 25 mg L−1; (c) Al: 25 mg L−1, F−: 50 mg L−1; (d) Al: 25 mg L−1, F−:
75 mg L−1; (e) Al: 25 mg L−1, F−: 100 mg L−1 using FAAS detection.

Fig. 5. Chromatograms obtained for: (a) Al: 5 mg L−1, F−: 5 mg L−1; (b) Al: 5 mg L−1,
F−: 25 mg L−1; (c) Al: 5 mg L−1, F−: 50 mg L−1; (d) Al: 5 mg L−1, F−: 75 mg L−1; (e) Al:
5 mg L−1, F−: 100 mg L−1 using FAAS detection.
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ccompanied by much smaller participation of AlF2
+

, AlF2+ forms
ompared with Al3+, especially for solution a (Fig. 1a).

.1.2. Standard solutions containing (Al:F)
(a) Al: 75 mg L−1, F−: 5 mg L−1; (b) Al: 75 mg L−1, F−: 25 mg L−1;

c) Al: 75 mg L−1, F−: 50 mg L−1; (d) Al: 75 mg L−1, F−: 75 mg L−1;
e) Al: 75 mg L−1, F−: 100 mg L−1.

In the case of the analysed solutions, three forms were obtained
AlF2

+
, AlF2+ and Al3+) for a and b, with Al3+ dominating (Fig. 2a

nd b), and for c in which case AlF2+ form showed the largest par-
icipation (Fig. 2c). In the case of solutions (Fig. 2d and e), the full
eparation of AlF2

+ and AlF2+ was not obtained (Fig. 2d and e).
ormation of form Al3+ was not observed either.

.1.3. Standard solutions containing (Al:F)
(a) Al: 50 mg L−1, F−: 5 mg L−1; (b) Al: 50 mg L−1, F−: 25 mg L−1;

c) Al: 50 mg L−1, F−: 50 mg L−1; (d) Al: 50 mg L−1, F−: 75 mg L−1;
e) Al: 50 mg L−1, F−: 100 mg L−1.

For solutions containing 50 mg L−1 of Al, three forms were sep-
rated (AlF2

+
, AlF2+ and Al3+) for solution a and b, with form Al3+

ominating (Fig. 3a and b), and for solutions c, with form AlF2+ dom-
nating (Fig. 3c). In solutions d and e, two forms AlF2

+
, AlF2+ were

btained with the largest participation of monofluoroaluminium
II) form (Fig. 3d and e).

.1.4. Standard solutions containing (Al:F)
(a) Al: 25 mg L−1, F−: 5 mg L−1; (b) Al: 25 mg L−1, F−: 25 mg L−1;

c) Al: 25 mg L−1, F−: 50 mg L−1; (d) Al: 25 mg L−1, F−: 75 mg L−1;
e) Al: 25 mg L−1, F−: 100 mg L−1.

In this case three forms (AlF2
+

, AlF2+ and Al3+) were separated
n solution a, with form Al3+ dominating (Fig. 4a), and solution
, with form AlF2+ dominating (Fig. 4b). For solution c, the sep-
ration of AlF2+ and Al3+ forms were obtained, with the largest
articipation of monofluoroaluminium (II) (Fig. 4c). For the remain-

ng d and e solutions AlF2
+ and AlF2+ signals were obtained (with

orm AlF2+dominating) without Al3+ form which was not observed
Fig. 4d and e).

.1.5. Standard solutions containing (Al:F)
(a) Al: 5 mg L−1, F−: 5 mg L−1; (b) Al: 5 mg L−1, F−: 25 mg L−1; (c)

l: 5 mg L−1, F−: 50 mg L−1; (d) Al: 5 mg L−1, F−: 75 mg L−1; (e) Al:
mg L−1, F−: 100 mg L−1.

For solution a, the separation of three forms (AlF2
+

, AlF2+ and
l3+) were obtained, with the domination of form AlF2+ (Fig. 5a)
hile for solution b only one form (AlF2+) was obtained (Fig. 5b).

or solutions c, d and e, AlF2
+

, AlF2+ forms were separated, with
orm AlF2+ dominating (Fig. 5c and d), and with similar scale for
olution e (Fig. 5e).

.2. Qualitative analysis of aluminium fluoride complexes in
round water samples

The developed method of the simultaneous determination of
luminium fluoride complexes (AlF2

+
, AlF2+ and Al3+ forms) within

single analysis was used in the analysis of ground water sam-
les, originated from the piezometers located in the proximity of
hemical Plants (Luboń, Poland). The investigated ground water
amples were characterised by high concentrations of fluoride
ons (0.49–1650 mg L−1), Altot (0.21–1047 mg L−1) and pH values
1.81–7.75). Such conditions, as the research on model solutions
hows, created high affinity of fluoride ions to form aluminium

uoride complexes.

In all presented samples of ground water full separation of
lF2

+
, AlF2+ and Al3+ forms were obtained (Fig. 6a–c). Based

n chromatogram (Fig. 6a) three forms of aluminium fluoride
omplexes were obtained with difluoroaluminium (I) dominating
Fig. 6. Chromatograms obtained for ground water samples: a–d (sample d: dilution
1:20 by deionised water of sample c) collected from Chemical Plants (Luboń, Poland).

which is rarely present. Moreover it should also be emphasized
that dominance of the AlF2

+
, AlF2+ forms contributed to increase

participation of toxic form of aluminium (Al3+) (F−: 162 mg L−1,
Altot: 296 mg L−1) For sample b and c we observed reverse sit-
uation which can be connected with lowest concentration of
fluoride ions in analysed samples (for b, F−: 4.23 mg L−1, Altot:
98.9 mg L−1; for c,–F−: 5.16 mg L−1, Al : 374 mg L−1,). For sam-
tot

ples c (undiluted sample) and d (dilution 1:20 by deionised
water of sample c) (Fig. 6c and d) it was found that dilution
of sample did not change distribution of aluminium fluoride
forms, but on the other hand the dilution allowed to improve
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Table 2
Comparison of aluminium fluoride complexes distribution determined by HPLC-FAAS system and by calculation using chemical equilibrium modeling system Mineql 4.5+.
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he separation of three forms of aluminium fluoride com-
lex.

.3. Comparison between obtained results from standard solution
nd environmental sample with data from Chemical Equilibrium
odeling System Mineql 4.5+

Standard solution containing Al: 100 mg L−1 and F−: 5 mg L−1

nd ground water containing Al: 98.9 mg L−1 and F−: 4.3 mg L−1

ere used to check the correctness of the performed analyses using
he Chemical Equilibrium Modeling System, Mineql 4.5+ program.

comparison of experimentally determined species distributions
ersus calculated distributions is shown in Table 2. The simula-
ion performed with the use of the simulation program Mineql
.5+ revealed that, in both solutions, Al3+ was the dominating
orm. The total concentration of aluminium in the model solution
mounted to Al: 100 mg L−1 and F−: 5 mg L−1. For the sample “b”
t amounted to 98.9 mg L−1 Al and 4.3 mg L−1 F−. The concentra-
ion calculated by the Mineql 4.5+ program for Al3+ amounted to
2.3 mg L−1 for the model solution and 92.7 mg L−1 for sample “b”.
he other form was AlF2+ with the concentration of 4.96 mg L−1 and
.2 mg L−1 for the actual sample. In the case of the third form AlF2

+,
he concentration in both samples was very low and amounted to
.012 mg L−1 for the model solution and 0.014 mg L−1 for the sam-
le. Comparing the obtained results presented in chromatograms
Figs. 1a and 6b) with the results calculated using the Mineql+
.5 program, the agreement in the participation degree of forms
lF2

+, AlF2+ and Al3+ in the sample was obtained. Theoretical dis-
ributions confirmed the assumption made on the basis of visual
nalysis of model solutions chromatograms that the high con-
entration of aluminium in a sample with low concentrations of
uorides is accompanied by the dominating Al3+ form in relation
o much lower participation of aluminium fluoride forms, especially
lF2

+.
. Conclusions

The suggested method for qualitative determination of inor-
anic aluminium forms in a combined online hyphenated technique
ystem of high-performance liquid chromatography and atomic
absorption spectrometry with flame atomization (HPLC-FAAS) is
a novel solution which has not been applied in analytical chemistry
to date. Optimized determination conditions for the HPLC-FAAS
system using the IonPac CS5A (Dionex) analytical column and
NH4Cl (1.8 M) as an eluent enabled to obtain full separation of
three forms AlF2

+
, AlF2+ and Al3+ during one analysis, which has

not been achieved by other research centers before. It should
also be emphasized that identification of particular AlFx forms
(AlF2

+
, AlF2+ and Al3+) was performed without applying the reac-

tion of derivatization. The presented method enables to define
toxic form of aluminium present as “free” ion Al3+ in a sample
and to separate the remaining forms included in labile inorganic
aluminium. The Driscoll’s method, used to date, enabled determi-
nation of the sum of inorganic aluminium forms, such as aluminium
fluoride complexes, but it did not provide the possibility to deter-
mine a single Al3+ ion form. Furthermore, the study presents
the influence of fluoride ions concentration on the type of alu-
minium fluoride complexes. Different stoichiometry of aluminium
and fluorides concentration in model solutions was strictly related
to the type of aluminium fluoride forms present in the sample.
The analysis of numerous standard solutions showed that, along
with the increase of F− ions concentration in the analysed solu-
tions, AlF2

+
, AlF2+ forms (especially monofluoroaluminium (II))

were dominating, while the Al3+ ion aluminium form showed a
smaller participation. Parallel smaller numbers of F− ions com-
pared with the domination in aluminium solution caused their
smaller participation in forming aluminium fluoride complexes,
with the domination of Al3+ form. The presented method may be the
application for qualitative analysis of inorganic aluminium forms,
including AlF2

+
, AlF2+ and Al3+ toxic form in environmental sam-

ples with the use of the combined online hyphenated technique
HPLC-FAAS. The proposed method has been demonstrated to be
applicable for analysis of aluminium fluoride complexes in ground-
water samples. The results obtained by the method HPLC-FAAS
showed considerable participation of toxic form Al3+. Besides the

experimental results were compare with theoretical calculations.
The comparison of aluminium fluoride complexes forms distribu-
tions obtained by HPLC-FAAS analytical system and by Mineql+ver.
4.5 Chemical Equilibrium Modeling System has shown good
agreement.
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34] T. Umemura, Y. Usami, S. Aizawa, K. Tsunoda, K. Satake, Sci. Total Environ. 317

(2003) 149.
35] O. Drábek, L. Boruvka, L. Mládková, M. Kocarek, J. Inorg. Biochem. 97 (2003) 8.
36] O. Drábek, L. Mladkova, L. Boruvka, J. Száková, A. Nikodem, K. Nemecek, J. Inorg.

Biochem. 99 (2005) 1788.

37] O. Drábek, L. Boruvka, L. Pavlu, A. Nikodem, I. Pírková, O. Vacek, J. Inorg.

Biochem. 101 (2007) 1224.
38] R. Street, O. Drábek, J. Száková, L. Mládková, Ford Chem. 104 (2007) 1662.
39] M.G. Whitten, G.S.P. Ritchie, I.R. Willet, J. Soil Sci. 43 (1992) 283.
40] K. Tsunoda, T. Umemura, K. Ohshima, S. Lizawa, E. Yoshimura, K. Satake, Water

Air Soil Pollut. 130 (2001) 1589.


	[first_author]_Editorial-Board_2009.pdf
	Afkhami_Application-of-continuous-wavelet-transformation-to-the-simultaneous-kinetic-determination-of-binary-mixtures_2009.pdf
	Ali_Chiral-separation-of-[beta]-adrenergic-blockers-on-CelluCoat-column-by-HPLC_2009.pdf
	Asav_An-inhibition-type-amperometric-biosensor-based-on-tyrosinase-enzyme-for-fluoride-determination_2009.pdf
	Beale_A-fast-screening-method-for-the-presence-of-atrazine-and-other-triazines-in-water-using-flow-injection-with-chemiluminescent-detection_2009.pdf
	Bednar_Determination-of-vanadium-by-reaction-cell-inductively-coupled-plasma-mass-spectrometry_2009.pdf
	Bianchin_Development-of-a-flow-system-for-the-determination-of-cadmium-in-fuel-alcohol-using-vermicompost-as-biosorbent-and-flame-atomic-absorption-spectrometry_2009.pdf
	Cai_The-spatial-effect-of-near-infrared-spectroscopy-and-its-application-to-the-study-of-supramolecular-chemistry_2009.pdf
	Chen_Chitosan-modified-ordered-mesoporous-silica-as-micro-column-packing-materials-for-on-line-flow-injection-inductively-coupled-plasma-optical-emission-spectrometry-determination-of-trace-heavy-metals-in-environmental-.pdf
	Chen_Quantification-of-testosterone-and-epitestosterone-in-biological-samples-by-capillary-electrophoresis-with-immunoaffinity-extraction_2009.pdf
	Choi_Inert-matrix-and-Na4EDTA-improve-the-supercritical-fluid-extraction-efficiency-of-fluoroquinolones-for-HPLC-determination-in-pig-tissues_2009.pdf
	Dakova_Ion-imprinted-polymethacrylic-microbeads-as-new-sorbent-for-preconcentration-and-speciation-of-mercury_2009.pdf
	de-Quiros_HPLC-analysis-of-organic-acids-using-a-novel-stationary-phase_2009.pdf
	dos-Santos_Simultaneous-determination-of-Cd-and-Fe-in-grain-products-using-direct-solid-sampling-and-high-resolution-continuum-source-electrothermal-atomic-absorption-spectrometry_2009.pdf
	Fuke_Electrical-and-humidity-characterization-of-m-NA-doped-AuPVA-nanocomposites_2009.pdf
	Gupta_Comparative-studies-of-ONNO-based-ligands-as-ionophores-for-palladium-ion-selective-membrane-sensors_2009.pdf
	Izaoumen_[beta]-Sonogel-Carbon-electrodes-A-new-alternative-for-the-electrochemical-determination-of-catecholamines_2009.pdf
	Jiang_Molecularly-imprinted-solid-phase-extraction-for-the-selective-determination-of-17[beta]-estradiol-in-fishery-samples-with-high-performance-liquid-chromatography_2009.pdf
	Kolomiets_Effect-of-UV-irradiation-on-detection-of-cocaine-hydrochloride-and-crack-vapors-by-IMIS-and-API-MS-methods_2009.pdf
	Lee_Quantitative-analysis-of-human-serum-leptin-using-a-nanoarray-protein-chip-based-on-single-molecule-sandwich-immunoassay_2009.pdf
	Li_Lead(II)-ion-selective-electrode-based-on-polyaminoanthraquinone-particles-with-intrinsic-conductivity_2009.pdf
	Liu_Evaluation-of-ferricyanide-effects-on-microorganisms-with-multi-methods_2009.pdf
	Melwanki_Determination-of-7-aminoflunitrazepam-in-urine-by-dispersive-liquid-liquid-microextraction-with-liquid-chromatography-electrospray-tandem-mass-spectrometry_2009.pdf
	Mofaddel_Enantioseparation-of-binaphthol-and-its-monoderivatives-by-cyclodextrin-modified-capillary-zone-electrophoresis-A-mathematical-approach_2009.pdf
	Moros_Testing-of-the-Region-of-Murcia-soils-by-near-infrared-diffuse-reflectance-spectroscopy-and-chemometrics_2009.pdf
	Ni_Simultaneous-kinetic-spectrophotometric-analysis-of-five-synthetic-food-colorants-with-the-aid-of-chemometrics_2009.pdf
	Pena-Pereira_Speciation-of-mercury-by-ionic-liquid-based-single-drop-microextraction-combined-with-high-performance-liquid-chromatography-photodiode-array-detection_2009.pdf
	Ramautar_Capillary-electrophoresis-mass-spectrometry-using-an-in-line-sol-gel-concentrator-for-the-determination-of-methionine-enkephalin-in-cerebrospinal-fluid_2009.pdf
	Rezaei_Solid-phase-molecularly-imprinted-pre-concentration-and-spectrophotometric-determination-of-isoxicam-in-pharmaceuticals-and-human-serum_2009.pdf
	Sanchez_Use-of-near-infrared-reflectance-spectroscopy-for-shelf-life-discrimination-of-green-asparagus-stored-in-a-cool-room-under-controlled-atmosphere_2009.pdf
	Schappler_Coupling-ultra-high-pressure-liquid-chromatography-with-single-quadrupole-mass-spectrometry-for-the-analysis-of-a-complex-drug-mixture_2009.pdf
	Shang_Triethanolamine-capped-CdSe-quantum-dots-as-fluorescent-sensors-for-reciprocal-recognition-of-mercury-(II)-and-iodide-in-aqueous-solution_2009.pdf
	Silva_Remote-optical-fibre-microsensor-for-monitoring-BTEX-in-confined-industrial-atmospheres_2009.pdf
	Sonmez-Celebi_Determination-of-Hg2+-on-poly(vinylferrocenium)-(PVF+)-modified-platinum-electrode_2009.pdf
	Sun_High-throughput-quantification-of-a-novel-thiazolidinedione-MCC-555-in-rat-plasma-by-ultra-fast-liquid-chromatography-and-its-application-in-pharmacokinetic-studies_2009.pdf
	Tian_Sandwich-type-electrochemiluminescence-immunosensor-based-on-N-(aminobutyl)-N-ethylisoluminol-labeling-and-gold-nanoparticle-amplification_2009.pdf
	Wang_A-molecularly-imprinted-polymer-coated-nanocomposite-of-magnetic-nanoparticles-for-estrone-recognition_2009.pdf
	Wang_Sorption-of-heavy-metal-ions-by-silica-gel-immobilized,-proton-ionizable-calix[4]arenes_2009.pdf
	Wu_Studies-on-the-origin-of-the-voltammetric-response-of-the-PC-3-cell-suspension_2009.pdf
	Xu_Automated-sampling-system-for-the-analysis-of-amino-acids-using-microfluidic-capillary-electrophoresis_2009.pdf
	Yang_Green-synthesis-of-nanowire-like-Pt-nanostructures-and-their-catalytic-properties_2009.pdf
	Yang_Porous-redox-active-Cu2O-SiO2-nanostructured-film-Preparation,-characterization-and-application-for-a-label-free-amperometric-ferritin-immunosensor_2009.pdf
	Yang_Speciation-analysis-of-arsenic-in-Mya-arenaria-Linnaeus-and-Shrimp-with-capillary-electrophoresis-inductively-coupled-plasma-mass-spectrometry_2009.pdf
	Yucel_Uranium-enrichment-measurements-using-the-intensity-ratios-of-self-fluorescence-X-rays-to-92-keV-gamma-ray-in-UXK[alpha]-spectral-region_2009.pdf
	Zachariadis_Determination-of-butyl--and-phenyltin-compounds-in-human-urine-by-HS-SPME-after-derivatization-with-tetraethylborate-and-subsequent-determination-by-capillary-GC-with-microwave-induced-plasma-atomic-emission-.pdf
	Zeeb_Selective-determination-of-penicillamine-by-on-line-vapor-phase-generation-combined-with-Fourier-transform-infrared-spectrometry_2009.pdf
	Zhang_Systematic-screening-and-characterization-of-tertiary-and-quaternary-alkaloids-from-corydalis-yanhusuo-W.T.-Wang-using-ultra-performance-liquid-chromatography-quadrupole-time-of-flight-mass-spectrometry_2009.pdf
	Zheng_Combination-of-[beta]-elimination-and-liquid-chromatographyquadrupole-time-of-flight-mass-spectrometry-for-the-determination-of-O-glycosylation-sites_2009.pdf
	Zhu_[beta]-Cyclodextrin-cross-linked-polymer-as-solid-phase-extraction-material-coupled-with-inductively-coupled-plasma-mass-spectrometry-for-the-analysis-of-trace-Co(II)_2009.pdf
	Ziola-Frankowska_Development-of-a-new-analytical-method-for-online-simultaneous-qualitative-determination-of-aluminium-(free-aluminium-ion,-aluminium-fluoride-complexes)-by-HPLC-FAAS_2009.pdf

